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Abstract

By T-dualizing space-filling D-branes in 4d IIB orientifold compactifications along the three non-internal spatial directions, we obtain black hole bound states living in a universe with a gauged spatial reflection symmetry. We call these objects orientiholes. The gravitational entropy of various IIA orientihole configurations provides an “experimental” estimate of the number of vacua in various sectors of the IIB landscape. Furthermore, basic physical properties of orientiholes map to (sometimes subtle) microscopic features, thus providing a useful alternative viewpoint on a number of issues arising in D-brane model building. More generally, we give orientihole generalizations of recently derived wall crossing formulae, and conjecture a relation to the topological string analogous to the OSV conjecture, but with a linear rather than a quadratic identification of partition functions.
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1 Introduction

D7-branes and their bound states with lower dimensional D-branes play a central role in modern string phenomenology, including moduli stabilization [1, 2], GUT model building [3, 4, 5, 6, 7], and models of inflation such as [8, 9]. The vacuum degeneracy arising from the D-brane sector moreover vastly dominates that arising from the bulk [10, 11]. Getting a systematic understanding of this sector in a compact setting is an important but difficult task. Explicit enumeration of vacua is computationally intractable. In [12], inspired by [13], a program was proposed to analyze large classes of string vacua simultaneously by statistical methods. Basic formulae were developed in [14, 15] to estimate numbers of vacua in specified regions of parameter space, without explicit enumeration. These formulae are approximate, becoming accurate in certain large D-brane charge limits. Tadpole cancelation constraints fix these charges to specific values in actual compactifications, typically in a “mesoscopic” range, where the counting formulae are never deep in their asymptotic region of validity. In fact, in the specific problem of counting D7 worldvolume vacua, one generically ends up in a regime where the formulae developed so far are at best poor approximations [11]. One is therefore led to ask if this situation can be improved.

One idea is the following. In the weak string coupling limit, i.e. classically, the internal configuration spaces of space-filling and spatially localized wrapped D-brane systems are identical. Their interpretation is very different though: The former represent vacua, the latter give rise to microstates of particle-like objects, which become black holes at sufficiently large values of the string coupling. Because of this, the problem of counting supersymmetric vacua and counting supersymmetric black hole microstates are in essence mathematically identical, if we take “counting” to mean computing the appropriate Witten index, which can be computed at arbitrarily weak coupling. It is essentially the Euler characteristic of the D-brane configuration moduli space. This is in many ways a sensible definition of the notion of counting vacua, as advocated in [12] and further discussed below in section 5.

Thus, in principle, we could effectively count vacua in the lab, by producing a mesoscopic BPS black hole with the appropriate charges, and subsequently measuring its entropy! Of course we don’t quite live in the right universe to actually do this experiment, but we can perform it at a theoretical level: we can construct the appropriate black hole solutions and compute their entropy by applying the Bekenstein-Hawking entropy formula or a refinement thereof. This is in general a relatively simple task, much simpler in any case than microscopically deriving the numbers. Rather than derive estimates ourselves, we let gravity do the work for us!

In actuality, the mapping is a little more complicated, and also a little more interesting. Physically, what maps space-filling and point-localized D-branes to each other is T-duality. Start with a type IIB Calabi-Yau orientifold compactification of O3/O7 type, containing space-filling D7- and D3-branes, at vanishingly small string coupling. Now imagine we compactify space itself (the “visible” space in which we live) on a 3-torus, and T-dualize along the three spatial directions, to a type IIA theory. This maps space filling D7- and D3-branes to space localized D4- and D0-branes. In addition, the orientifold planes
become localized too, the original orientifold involution getting extended by the spatial inversion $\vec{x} \rightarrow -\vec{x}$, which has eight fixed points on the 3-torus. The total charge of the resulting configuration will be zero, as required by tadpole cancelation on the IIB side and by the compactness of space. We may decompactify space again to $\mathbb{R}^3$, with an orientifold plane at the origin. In this noncompact setting, the total charge need not be zero, and we can consider arbitrary sets of RR charged particles obtained by wrapping D-branes on internal cycles, as long as they respect the orientifold symmetry, including spatial inversion.

When we increase the gravitational coupling sufficiently, these configurations will turn into black hole systems. The most general stationary BPS solutions will be multicentered black hole bound states similar to those in the parent (unorientifolded) $\mathcal{N} = 2$ theory [16, 17, 18], but now subject to the orientifold projection constraints. We call these orientifolded black holes orientiholes. As we will see, various physical properties of orientiholes find direct microscopical interpretations. Here are a few examples. A particular $\mathbb{Z}_2$ torsion charge which can be measured concretely by an Aharanov-Bohm type experiment corresponds to a delicate uncanceled “K-theory tadpole” on the IIB side, which manifests itself as a subtle gauge anomaly in certain probe gauge theories. The intrinsic field angular momentum generated by a pair of orientiholes corresponds to an index counting open strings stretched between the corresponding branes, properly taking into account the orientifold projection. Stability of orientihole bound states maps to D-term stability of orientifold vacua. For systems whose constituents are simple particles rather than black holes, an exact map between Witten indices of multiparticle abd D-brane moduli space quantum mechanics can be established, generalizing results of [19, 20].

Although we arrived at them because of their relation to IIB orientifold vacua, orientiholes are quite interesting in their own right, independent of any applications to vacuum statistics. In particular they lead to nontrivial generalizations of recently proposed wall crossing formulae for BPS indices. Most notably perhaps, we conjecture a relation to the topological string similar to the “$Z_{BH} = |Z_{top}|^2$” relation conjectured by Ooguri, Strominger and Vafa in [21], except that now the relation is linear; schematically: $Z_{OH} = Z_{top}$. Morally speaking this is because orientifolding cuts out real slices and identifies complex conjugates.

In section 2 we derive the correct O4/O0 and O6/O2 IIA orientihole projection conditions by spatially T-dualizing the standard IIB O7/O3 resp. O9/O5 orientifold transformations. In section 3 we derive the general form of orientihole solutions and investigate their properties. In section 4 we define an orientihole index, derive a wall crossing formula and formulate a conjectural relation to the topological string. In section 5 we give some applications to counting D7 vacua. Finally in section 6 we discuss directions for future research.
2 From IIB Vacua to Orientiholes

In the following we describe how spatial T-duality maps IIB orientifold compactifications with space-filling D-branes and O-planes to IIA compactifications with spatially localized D-branes and O-planes.\(^1\)

Since string compactifications with O-planes localized in points of the visible universe are not commonly considered, we detail the constraints on the massless bosonic fields such a setup entails. In this section we will work in the weak coupling limit \(g_s \to 0\). In the next section we will describe the corresponding supergravity solutions which arise when \(g_s\) is increased – these are the orientiholes.

2.1 T-duality

Consider type IIB string theory compactified on a Calabi-Yau three-fold \(X\) characterized by a unique holomorphic three-form \(\Omega^{3,0}\) and a Kähler form \(J\). We are interested in a \(\mathbb{Z}_2\) orientifold and therefore we assume that the Calabi-Yau \(X\) admits a holomorphic involutive isometry \(\sigma : X \to X\) preserving the holomorphic three-form up to a sign \(^[23, 24]\):

\[
\sigma^2 = 1, \quad \sigma^* J = J, \quad \sigma^* \Omega^{3,0} = (-)^{\epsilon+1} \Omega^{3,0} \quad \text{where} \quad \epsilon = 0, 1.
\]  

(1)

From the action of \(\sigma\) on \(\Omega^{3,0}\) we see that when \(\epsilon = 0\), an odd number of holomorphic coordinates gets inverted, while when \(\epsilon = 0\), an even number gets inverted, thus giving rise to the following types of O-planes:

\[
\epsilon = 0 \iff \text{O3}/\text{O7}, \quad \epsilon = 1 \iff \text{O5}/\text{O9}.
\]  

(2)

We denote by \(\Omega\) the worldsheet parity operator which takes left-moving oscillators to right-moving oscillators and vice versa\(^2\). The space-time fermion number in the left-moving sector will be denoted by \(F_L\).

The total orientifold action \(\tau\) is then \(^[23, 24]\):

\[
\tau = \Omega \left( -1 \right)^{(\epsilon+1)F_L} \sigma^*, \quad \epsilon = 0, 1.
\]  

(3)

The inclusion of \(\left( -1 \right)^{F_L}\) when \(\epsilon = 0\) ensures that the orientifold symmetry is involutive on space-time fermions, i.e. \(\tau^2 = 1\).

Our ten dimensional space-time is \(M_{10} = \mathbb{R}^{1,3} \times X\). Let \(\vec{x} = (x^1, x^2, x^3)\) the spatial coordinates of \(\mathbb{R}^{1,3}\). We first compactify the three spatial coordinates \(\vec{x}\) on a 3-torus. Next we T-dualize along all three directions, and decompactify the resulting dual 3-torus again, thus ending up in type IIA on \(\mathbb{R}^{1,3} \times X\). The T-duality action \(T_{1,2,3}\) along the three directions of \(\vec{x}\) transforms the orientifold transformations as \(^[25, 26]\):

\[
\sigma \xrightarrow{T_{1,2,3}} \sigma^*, \quad \Omega \xrightarrow{T_{1,2,3}} (-1)^{F_L} \Omega,
\]  

(4)

\(^1\)We could similarly start in IIA and go to IIB, but we will not do so in this paper.

\(^2\)Besides denoting worldsheet orientation inversion and the holomorphic 3-form, further on in this paper, \(\Omega\) will also be used to represent the symplectic section of special geometry, and the index of BPS states. We really like this letter a lot.
where \( \mathcal{P} \) is a reflection in all the three spatial directions \( x^1, x^2, x^3 \) (now of the T-dual space):

\[
\mathcal{P} : \vec{x} \rightarrow -\vec{x}.
\] (5)

A type IIB space-time filling \( O_p \)-plane wrapping a holomorphic submanifold \( S \) of the Calabi-Yau \( X \) becomes in type IIA a transverse \( O(p - 3) \)-plane located at the fixed loci of the involution \( \mathcal{P} \sigma \). That is, it wraps the holomorphic-submanifold \( S \) of the Calabi-Yau three-fold \( X \) and is located at the origin \( \vec{x} = 0 \) of the universe. The total orientifold action is now given by

\[
\tau' = \Omega (-1)^F_L \sigma^* \mathcal{P}^*.
\] (6)

where for \( \epsilon = 0 \) we get an \( O0/O4 \) at the origin and for \( \epsilon = 1 \) an \( O2/O6 \).

2.2 Constraints on IIA Bosonic Massless Spectrum

The massless fields in the effective \( d = 4, N = 2 \) supergravity will be constrained by the orientifold projection. The action of the operators \( \Omega \) and \((-1)^F_L\) on the ten-dimensional fields of Type II supergravity [24, 27] is reviewed in Table 1. The ten-dimensional fields of type IIA supergravity reduce to four-dimensional fields

<table>
<thead>
<tr>
<th>( (-1)^F_L )</th>
<th>( \phi )</th>
<th>( g )</th>
<th>( B )</th>
<th>( C^{(0)} )</th>
<th>( C^{(1)} )</th>
<th>( C^{(2)} )</th>
<th>( C^{(3)} )</th>
<th>( C^{(4)} )</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \Omega )</td>
<td>+</td>
<td>+</td>
<td>+</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
<td>-</td>
</tr>
</tbody>
</table>

Table 1: Parity of the different fields under the actions of \((-1)^F_L\) and \( \Omega \). The scalar field \( \phi \) is the dilaton, \( g \) is the metric, \( B \) is the NS-NS two-form and \( C^{(m)} \) is a RR \( m \)-form.

(see e.g. [27]):

\[
\phi = \phi(x), \quad J := -ig_{mn}dz^m \wedge d\bar{z}^n = v^A(x)D_A, \quad \delta g_{mn} = \delta \bar{z}^k(x)\bar{\xi}_{k,\bar{p}q}(m\Omega^{\bar{p}q}_n),
\] (7)

\[
B = b^A(x)D_A + B(x), \quad C^{(1)} = A^0(x), \quad C^{(3)} = A^A(x)D_A + \zeta^K(x)\alpha_K - \bar{\zeta}_K(x)\beta^K.
\] (8)

Here, \( m, n, p, q \) are holomorphic coordinate indices on \( X \), \( \Omega \) is the holomorphic 3-form, \( J \) is the Kähler form, \( \{D_A\}_{A=1,\ldots,h^{1,1}} \) is a basis of (harmonic representatives of) \( H^{1,1}(X) \), \( \{\xi_k\}_{k=1,\ldots,h^{2,1}} \) a basis of \( H^{2,1}(X) \), and \( \{\alpha_K, \beta^K\}_{K=1,\ldots,h^{2,1}+1} \) a symplectic basis of \( H^3(X) \). The complex variables \( z^K \) are the complex structure moduli. The moduli \( b^A \) and \( v^A \) parametrize the complexified Kähler form

\[
t = B + iJ = t^A D_A = (b^A + iv^A)D_A.
\] (9)

Together \( t^A \) and \( z^K \) form the geometric moduli of the Calabi-Yau manifold.

Only field configurations invariant under the total orientifold transformation \( \tau' \) defined in [6] survive. The action of \( \Omega \) and \((-1)^F_L\) on the 4d fields descends simply from the action on the 10d fields. Since \( \sigma \)
is an involution, it can only have eigenvalues ±1. Denote the ±1 eigenspace of $H^{1,1}$ under $\sigma^*$ by $H^{1,1}_{±}$.
Finally, $\mathcal{P}^*$ gives a minus sign for each spatial index. Putting this all together, if the net intrinsic effect of $\tau'$ is a minus sign, then we know that the field must have odd extrinsic parity, that is, be an odd function under $\vec{x} \mapsto -\vec{x}$. We summarize the results for an $O4/O0$ type orientifold in Table 2, and for an $O6/O2$ type in Table 3. Notice that unlike in space-filling orientifold theories, all of the parent $N = 2$ fields still appear in the 4d theory. In particular, KK reduction and spatial T-duality do not commute.

As a concrete example, let us focus on the gauge fields $A^i_\mu (\mu = 0, 1, 2, 3)$ in the $\epsilon = 0$ case. These fields descend from $C^{(3)}$ so they are odd under $\Omega$. The time component $A^0_\mu$ is intrinsically even under $\mathcal{P}^*$ and the spatial components $A^i_\mu (i = 1, 2, 3)$ are intrinsically odd. They also transform under $\sigma^*$ depending on which subspace of $H^{1,1}$ they correspond to. Let us label them $A^0_\mu$ and $A^i_\mu$ accordingly.

Then, we find that $A^0_\mu (t, \vec{x}) = -A^0_\mu (t, -\vec{x})$, i.e. the $A^0_\mu$ field must have odd extrinsic parity. Likewise, $A^i_\mu$ must have even extrinsic parity. Note that for gauge fields whose time component is odd, the total associated electric charge must vanish. Similarly, for gauge fields whose spatial components are odd, the total magnetic charge must vanish. Furthermore, charges located at $\vec{x}$ and $-\vec{x}$ must exactly cancel or equal each other, depending on whether the total charge of the kind under consideration vanishes or not.

<table>
<thead>
<tr>
<th>Multiplets</th>
<th>IIA</th>
<th>Condition to survive $\tau' = \Omega^* \mathcal{P}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Extrinsic $\mathcal{P}$-Even</td>
</tr>
<tr>
<td>gravity</td>
<td>1</td>
<td>$(g_{\mu\nu}, A^0_{\mu})$</td>
</tr>
<tr>
<td>vector</td>
<td>$h^{1,1}$</td>
<td>$(A^0_\mu, t^4)$</td>
</tr>
<tr>
<td></td>
<td>$h^{1,1}<em>- (A^0</em>{\mu}, b^A -)$</td>
<td>$h^{1,1}<em>+ (A^0</em>{\mu}, v^A +)$</td>
</tr>
<tr>
<td>hyper</td>
<td>$h^{2,1}$</td>
<td>$(z^k, \zeta^0, \zeta_0)$</td>
</tr>
<tr>
<td>(double) tensor</td>
<td>1</td>
<td>$(B_{\mu\nu}, \phi, \zeta^0, \zeta_0)$</td>
</tr>
</tbody>
</table>

Table 2: Classification of bosonic matter content of the IIA $\epsilon = 0$ ($O4/O0$) theory. A field $F$ is “Extrinsic $\mathcal{P}$-even” if $F(t, \vec{x}) = F(t, -\vec{x})$ and “Extrinsic $\mathcal{P}$-odd” if $F(t, \vec{x}) = -F(t, -\vec{x})$.

<table>
<thead>
<tr>
<th>Multiplets</th>
<th>IIA</th>
<th>Condition to survive $\tau' = \Omega(-1)^F \sigma^* \mathcal{P}^*$</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td></td>
<td>Extrinsic $\mathcal{P}$-Even</td>
</tr>
<tr>
<td>gravity</td>
<td>1</td>
<td>$(g_{\mu\nu}, A^0_{\mu})$</td>
</tr>
<tr>
<td>vector</td>
<td>$h^{1,1}$</td>
<td>$(A^0_\mu, t^4)$</td>
</tr>
<tr>
<td></td>
<td>$h^{1,1}<em>- (A^0</em>{\mu}, b^A -)$</td>
<td>$h^{1,1}<em>+ (A^0</em>{\mu}, v^A +)$</td>
</tr>
<tr>
<td>hyper</td>
<td>$h^{2,1}$</td>
<td>$(z^k, \zeta^0, \zeta_0)$</td>
</tr>
<tr>
<td>(double) tensor</td>
<td>1</td>
<td>$(B_{\mu\nu}, \phi, \zeta^0, \zeta_0)$</td>
</tr>
</tbody>
</table>

Table 3: Classification of bosonic matter content of Type IIA $\epsilon = 1$ ($O6/O2$) theory.
3 Supergravity Description of Orientiholes

In the previous section we saw how IIB space-filling D-branes and orientifold planes get dualized into pointlike D-branes and orientifold planes. In the weak string coupling limit, from a four dimensional point of view, these objects are RR-charged points in a flat background. Tadpole cancelation on the IIB side is equivalent to the total charge of the system being zero. For space-filling branes zero total charge is necessary because otherwise the flux lines have nowhere to go. For localized charges in a noncompact space this is no longer an issue, and we are free to consider configurations with arbitrary charges. For sufficiently large charges and away from the strict weak string coupling limit, these configurations of charges will become configurations of black holes. Apart from the obvious single centered black holes sitting on top of the orientifold point at the origin, multicentered bound states of black holes symmetric around the origin are also possible, an orientifolded version of the familiar multicentered black hole bound states in $\mathcal{N} = 2$ theories [16, 17, 18, 22, 20].

In the following we will begin by reviewing $\mathcal{N} = 2$ black hole solutions, and then explain how to incorporate the orientifold projections. We discuss the gravitational entropy of these solutions and fix ideas by looking in more detail at a simple example. In particular we will explicitly consider the effect of the negative tension of O-planes. We then go on to discuss angular momentum and decay at marginal stability, as well as attractor flow trees and how they get modified in this context. In the last part we carefully analyze how Dirac charge quantization is affected by orientifolding, and we identify $\mathbb{Z}_2$ torsional charges that come into existence. This charge can concretely be measured by an Aharonov-Bohm type experiment. Its nonvanishing is T-dual to the presence of a very subtle “K-theory tadpole”, which usually in model building applications is only detected in an indirect way by finding gauge anomalies in probe brane theories.

3.1 Review of stationary multicentered $\mathcal{N} = 2$ black holes

We consider a four dimensional $\mathcal{N} = 2$ supergravity theory consisting of Einstein gravity coupled to $(n_V + 1)$ massless Abelian gauge fields $A^\Lambda$, $\Lambda = 0, 1, \cdots, n_V$ and $n_V$ complex scalar fields $t^A$ ($A = 1, \cdots, n_V$). The hypermultiplets decouple and can be consistently put to any constant value. We work in units with the 4d Newton constant $G_N \equiv 1$.

The lattice $L$ of magnetic-electric charges $\Gamma$ carries a fundamental symplectic product, which in a symplectic basis has the canonical form

$$\langle \Gamma, \Delta \rangle := \Gamma^\Lambda \Delta_\Lambda - \Gamma_\Lambda \Delta^\Lambda.$$  \hspace{1cm} (10)

Upper indices denote magnetic and lower indices electric components.

A single centered static BPS solution to the equations of motion has a metric of the form $ds^2 =$
\[-e^{2U} dt^2 + e^{-2U} d\vec{x}^2,\] with $U$ and $t^A$ functions of $r = |\vec{x}|$ only. The BPS equations of motion are \cite{29, 30}

\begin{align}
\dot{U} &= \mp e^U |Z|, \\
\dot{t}^A &= \mp 2 e^U g^{AB} \partial_B |Z|,
\end{align}

where $g_{AB}$ is the metric on the scalar manifold, the dot denotes derivation with respect to $\tau \equiv 1/r$, and $Z(\Gamma, t)$ is the central charge of the magnetic-electric charge $\Gamma$ at moduli $t$, expressed in terms of the (normalized) symplectic section $\Omega(t)$ defining special geometry \cite{28} as

\begin{equation}
Z(\Gamma, t) = \langle \Gamma, \Omega(t) \rangle.
\end{equation}

Taking the minus sign in the equations, we get well-behaved black hole solutions with positive ADM mass $|Z|_{r=\infty}$. Taking the positive sign, we get singular, gravitationally repulsive solutions with negative ADM mass $-|Z|_{r=\infty}$. The latter solutions are usually rejected, but we will later interpret them to be the solutions sourced by localized orientifold planes, which are indeed intrinsically singular objects with negative mass. Of course actual orientifold planes will always have microscopically small charges, so corrections can be expected to be important and possibly resolve the singularity. However at large distances from the orientifold point the massless fields will be given by the solution to the above equations.

An alternative way of writing the equation of motion is \cite{29, 16}

\begin{equation}
2 \frac{d}{d\tau} \text{Im} [e^{-U-i\alpha} \Omega(t)] = -\Gamma,
\end{equation}

which can trivially be integrated. The position dependent phase $\alpha$ determines which $\mathcal{N} = 1$ subalgebra of the parent $\mathcal{N} = 2$ is locally preserved. It is fixed by the boundary condition

\begin{equation}
e^{i\alpha} = \pm \frac{Z}{|Z|}.
\end{equation}

at spatial infinity, which then in fact holds everywhere, as can be seen by taking the symplectic product of $\Gamma$ with (14). The choice of sign here corresponds to the choice of sign in (11).

General, multicentered, stationary BPS solutions have a metric of the form

\begin{equation}
ds^2 = -e^{2U} (dt + \omega_i dx^i)^2 + e^{-2U} d\vec{x}^2,
\end{equation}

where $U$ and $\omega$ depend on $\vec{x}$. Denote by $\vec{x}_s$ and $\Gamma_s = (\Gamma^A_s, \xi_{s\Lambda}) = (P^A_s, Q_{s\Lambda})$ the position and the (magnetic,electric) charges of the $s$-th black hole with respect to the abelian gauge fields $A^A$. The generalization of (the integrated version of) (14) is

\begin{equation}
2 e^{-U} \text{Im} [e^{-i\alpha} \Omega(t)] = -H, \quad H := (H^A, H_\Lambda) = \sum_s \Gamma_s \tau_s + h, \quad \tau_s := \frac{1}{|\vec{x} - \vec{x}_s|}.
\end{equation}

The constant term in the harmonic function $H$ is

\begin{equation}
h = -2 \text{Im} (e^{-i\alpha} \Omega(t)) |_{r=\infty},
\end{equation}

9
where \( \alpha_{r=\infty} \) is again given by (15), with \( Z \) now the total central charge \( Z(\Gamma) = Z(\sum_s \Gamma_s) \) evaluated at \( r = \infty \). Again \( \alpha \) determines the locally preserved supersymmetry.

The gauge field \( A \) is given by

\[
A^\Lambda = 2 e^U \text{Re} \left[ e^{-i\alpha} \Omega^\Lambda \right] (dt + \omega) + A^{\Lambda}_\phi
\]

(19)

The one-forms \( \omega \) and \( A^{\Lambda}_\phi \) are respectively solutions to the equations

\[
d\omega = \star (dH, H), \quad dA^{\Lambda}_\phi = - \star dH^{\Lambda},
\]

(20)

where \( \star \) is the flat \( \mathbb{R}^3 \) Hodge star. The one-form \( A^{\Lambda}_\phi \) is the vector potential for a system of Dirac magnetic monopoles of charge \( p^\Lambda \) located at \( \vec{x}_s \).

Solving equation (17) for the metric warp factor \( e^{-2U} \) and the moduli \( t^A \) is still nontrivial. However, once the single centered BPS Bekenstein-Hawking entropy \( S(P,Q) \) is known as a function of the charge \( (P,Q) \), everything else follows [22]. The BPS entropy function itself is defined in general as

\[
S(\Gamma) = \frac{\text{Area}}{4} = \pi \min_t |Z(\Gamma, t)|^2.
\]

(21)

More precisely, the minimum is the minimum we reach by following the gradient flow (11). In some cases this can depend on the “area code” (basin of attraction) of the background moduli \( t|_{r=\infty} \) [31, 32]. If the value zero is reached at a regular interior point of the moduli space, no single centered solution exists [31].

The solutions for the metric, gauge fields and scalar fields are then given by

\[
e^{-2U} = \Sigma := \frac{1}{\pi} S(H^\Lambda, H_\Lambda), \quad \Lambda^\Lambda = \frac{\partial \log \Sigma}{\partial H^\Lambda} (dt + \omega) + A^{\Lambda}_\phi, \quad t^A = \frac{H^\Lambda - i \frac{\partial \Sigma}{\partial H^\Lambda}}{H^0 - i \frac{\partial \Sigma}{\partial H^0}}.
\]

(22)

In particular \( \Sigma(h) = 1 \) for \( h \) as defined in (18). The equation \( d\omega = \star (dH, H) \) implies an important integrability condition \( d^2\omega = 0 \) which can be written as \( \langle \Delta H, H \rangle = 0 \). Since \( \Delta \frac{1}{|\vec{x} - \vec{x}_s|} = -4\pi \delta^3(\vec{x} - \vec{x}_s) \), the integrability condition becomes a constraint on the relative distances between the positions of the centers (in \( \mathbb{R}^3 \)) except when the charges are mutually local (i.e., for all \( r,s \): \( \langle \Gamma_s, \Gamma_r \rangle = 0 \)). More precisely for each \( s \) we have

\[
\sum_r \frac{\langle \Gamma_s, \Gamma_r \rangle}{|\vec{x}_s - \vec{x}_r|} + \langle \Gamma_s, h \rangle = 0.
\]

(23)

The integrability conditions are a necessary but not sufficient condition on the existence of solutions. One also needs to check if the entropy function \( \Sigma \) in (22) is everywhere nonvanishing. This is in general difficult to do. In [34, 20] the conjecture was formulated that the existence of solutions is equivalent to the existence of so called attractor flow trees. An attractor flow tree is built out of single attractor flows. The tree starts at the background value of the moduli and terminates at the attractor points of the constituent charges. Each edge \( E \) of an attractor flow tree is given by a single charge attractor flow for some charge \( \Gamma_E \). Charge and energy is conserved at the vertices, i.e. for each vertex splitting \( E \to (E_1, E_2) \), \( \Gamma_E = \Gamma_{E_1} + \Gamma_{E_2} \) and \( |Z(\Gamma_E)| = |Z(\Gamma_{E_1})| + |Z(\Gamma_{E_2})| \). The last condition is equivalent to requiring the vertices to lie on a
line of marginal stability: \[ \arg Z(\Gamma_{E_1}) = \arg Z(\Gamma_{E_2}) \]. Flow trees can be thought of as giving a recipe for adiabatically assembling or disassembling BPS bound states. We refer to section 3.2.2 of [20] for a more detailed discussion.

Finally, the solutions have intrinsic angular momentum, given by

\[ \vec{J} = \frac{1}{2} \sum_{s < r} (\Gamma_s, \Gamma_r) \frac{\vec{x}_s - \vec{x}_r}{|\vec{x}_s - \vec{x}_r|}, \]  

This is the familiar classical field angular momentum sourced by a system of dyons. For a system of two mutually nonlocal BPS particles without internal degrees of freedom beyond the universal “center of mass” fermionic oscillator states filling out a hypermultiplet, the angular momentum quantum number of the quantum ground state is

\[ j = \frac{1}{2} |\langle \Gamma_1, \Gamma_2 \rangle| - \frac{1}{2}. \]  

The \(-1/2\) correction is due to the spin-magnetic coupling of the particles [19].

### 3.2 IIA Orientiholes

![Figure 1: An orientihole configuration.](image)

We now consider the IIA compactification described in the previous section. Its four dimensional effective field theory is an \( \mathcal{N} = 2 \) supergravity theory subject to the orientifold projection constraints detailed there. Within this theory we consider a system consisting of an orientifold-invariant charge \( \Gamma_0 \) at the origin, which includes the orientifold plane charge, plus a set of charges and their images under the orientifold action \( \tau' \) defined in (6), as in figure 1.

For a charge \( \Gamma_{+s} \) located at \( \vec{x}_s \), its image charge is denoted \( \Gamma_{-s} \) and is located at \(-\vec{x}_s\). The index \( s = 0, \ldots, n \) is such that \( s = 0 \) corresponds to \( \Gamma_0 \) located at \( \vec{x}_0 = \vec{0} \). It will also be useful to introduce indices \( a, b = -n, \ldots, 0, \ldots, n \). The corresponding stationary multi-centered solution is given by the
harmonic function:

\[ H = \sum_{a=-n}^{n} \Gamma_a \tau_a + h, \]  

(26)

where \( \tau_{\pm s} = |\vec{x} \pm \vec{x}_s|^{-1} \) and \( h = -2 \text{Im} \left( e^{-i\alpha \Omega(t)} \right) |_{r=\infty} \) as in \[18\]. In the IIA large volume regime, charges \( \Gamma = (P_0, P_{A^+}, P_{A^-}, Q_{A^+}, Q_{A^-}, Q_0) \) can be thought of as even cohomology classes and correspond to \((D6,D4^+,D4^-,D2^+,D2^-,D0)\)-branes via the decomposition\(^3\)

\[
\Gamma = P^0 + P^{A^+} D_{A^+} + P^{A^-} D_{A^-} + Q_{A^+} \tilde{D}^{A^+} + Q_{A^-} \tilde{D}^{A^-} - Q_0 \, dV, \\
\text{=: \ (P^0, P^{A^+}, P^{A^-}, Q_{A^+}, Q_{A^-}, Q_0).} 
\]  

(27)

Here \( dV \) is the unit volume element (i.e. \( \int_X dV \equiv 1 \)) and \( \tilde{D}^{A^\pm} \) a basis of \( H^{4 \pm} \) dual to the basis \( D^{A^\pm} \) of \( H^{2 \pm} \) introduced in section 2.2. The symplectic product \[10\] can be written more intrinsically as

\[
\langle \Gamma_1, \Gamma_2 \rangle = \int_X \Gamma_1 \wedge \Gamma_2^* 
\]  

(29)

where \( \Gamma^* \) is obtained from \( \Gamma \) by inverting the sign of the 2- and 6-form components.

The orientifold transformation maps a charge \( \Gamma \) to

\[
\Gamma' = (-)^f \sigma \Omega \sigma \Gamma, 
\]  

(30)

where we recall \( \epsilon = 0 \) for an \( O0/O4 \) projection and \( \epsilon = 1 \) for the \( O2/O6 \) case. Explicitly:

\[
\begin{align*}
\epsilon = 0 \Rightarrow \Gamma' &= ( P^0, P^+, P^-, Q_+, Q_-, Q_0 ) \\
\epsilon = 1 \Rightarrow \Gamma' &= ( -P^0, P^+, P^-, Q_+, Q_-, Q_0 )
\end{align*} 
\]  

(31)

Here we suppressed the \( A \) indices. Thus we have:

\[
\Gamma_{\pm s} = \Gamma'_{\mp s}. 
\]  

(32)

In particular for an invariant charge \( \Gamma \) such as the total charge \( \sum_a \Gamma_a \) or the charge at the origin \( \Gamma_0 \), the odd components must vanish:

\[
\begin{align*}
\epsilon = 0 \Rightarrow \Gamma &= ( 0, P^+, 0, 0, Q_-, Q_0 ) \\
\epsilon = 1 \Rightarrow \Gamma &= ( P^0, 0, P^-, Q_+, 0, 0 ) 
\end{align*} 
\]  

(33)

The symplectic product satisfies

\[
\langle \Gamma'_1, \Gamma'_2 \rangle = -\langle \Gamma_1, \Gamma_2 \rangle = \langle \Gamma_2, \Gamma_1 \rangle. 
\]  

(34)

\(^3\)In order to have the canonical expression for the symplectic product \[10\], we are defining D0-charge with the opposite sign as the conventions of \[20\].
To compute the constant term $h$ in (26), we need the symplectic section $\Omega(t)$ at spatial infinity. In the large volume approximation (in which we will work throughout the paper) this is

$$\Omega(t)|_{r=\infty} = -\frac{e^{b+i\nu}}{\sqrt{\frac{3}{4} v^3}}|_{r=\infty}$$

$$= -\frac{1}{\sqrt{\frac{4(v^+)^3}{3}}} \left(1, iv^+, b^-, \frac{1}{2}(b^-)^2 - \frac{1}{2}(v^+)^2, iv^+ b^-, \frac{i}{6}(v^+)^3 - \frac{i}{2}(b^-)^2 v^+ \right)|_{r=\infty}. \quad (35)$$

Here we used (9) and the fact that the moduli at infinity are constant and hence subject to the extrinsic $P$-even orientifold projection conditions of tables 2 and 3, so

$$v^-|_{\infty} = 0, \quad b^+|_{\infty} = 0. \quad (36)$$

The various products appearing are wedge products, defined in components by

$$(xy)_A := D_{ABC} x^B y^C, \quad xyz := D_{ABC} x^A y^B z^C dV, \quad (37)$$

with $D_{ABC} := \int_X D_A D_B D_C$ the geometric triple intersection numbers. Only triple intersections with an even number of orientifold odd forms can be nonzero. Often, $xyz$ will instead denote the number $\int_X xyz = D_{ABC} x^A y^B z^C$. This should be clear from the context.

From this we can compute the asymptotic central charge $Z(\Gamma, t) = \langle \Gamma, \Omega(t) \rangle|_{r=\infty}$ of any given charge $\Gamma = (P^0, P^+, P^-, Q^+, Q^-, Q_0)$:

$$Z(\Gamma, t)|_{r=\infty} = \frac{1}{\sqrt{\frac{4(v^+)^3}{3}}} \left(P^+ \frac{1}{2} (v^+)^2 - (b^-)^2 + Q^- b^- + Q_0ight.$$

$$\left. + i \left[ P^0 \left(\frac{1}{2}(b^-)^2 v^+ - \frac{1}{6}(v^+)^3 \right) - P^- v^+ b^- + Q_+ v^+ \right] \right)|_{r=\infty}. \quad (38)$$

Now, crucially, the choice of orientifold projection fixes the preserved asymptotic $N = 1$ subalgebra within the original $N = 2$, and therefore the phase $\alpha|_{r=\infty}$ in (18). This phase will be the phase of the central charge of supersymmetry-preserving D-brane charges. Specifically:

$$\epsilon = 0 \quad \Rightarrow \quad \alpha_\infty = 0, \quad \epsilon = 1 \quad \Rightarrow \quad \alpha_\infty = -\frac{\pi}{2}, \quad (39)$$

corresponding to the large volume phases of the central charges of $D4^+$ resp. $D6$-branes. Along a single charge attractor flow with invariant charge $\Gamma$, $\alpha$ will remain constant at this value. For generic multicentered solutions $\alpha$ varies over space in a $Z_2$ symmetric fashion.

The phase $\alpha_\infty$ is fixed by the choice of orientifold involution and does not necessarily coincide with the phase of the total charge $\Gamma_{\text{tot}}$ of the solution. Indeed if a (non-exotic) orientifold plane is present at the origin and nothing else, the phase will be opposite to that of the total central charge, i.e. we get the minus sign in (15). This is in accordance with the fact that the charge of the orientifold plane is opposite to the charge of a D-brane preserving the same supersymmetry. This is, of course, what makes it possible...
to supersymmetrically cancel RR charges in orientifold compactifications. As mentioned already in section 3.1 and as we will detail below, this will give rise to a negative ADM mass solution. Only when a sufficient amount of D-branes is added, (15) will hold with the plus sign. In general, the mass $M$ of a BPS orientihole solution of charge $\Gamma$ and asymptotic moduli $t$ is

$$M = Z(\Gamma, t) \quad (\epsilon = 0), \quad M = iZ(\Gamma, t) \quad (\epsilon = 1).$$

(40)

Note that these expressions are always real for charges of the form (33).

Using the above values for $\alpha_\infty$ and (35), we find for the constant term $h = (h_0, h^+, h^-, h_+^-, h^-_0)$ in (26):

$$\epsilon = 0 \Rightarrow h = \sqrt{\frac{3}{(v^+)^3}} \begin{pmatrix} 0 & v^+ & 0 & 0 \\
0 & 1 & 0 & b^- \\
v^+b^- & \frac{1}{6}(v^+)^3 - \frac{1}{2}(b^-)^2 v^+ & 0 & 0 \\
\end{pmatrix},$$

$$\epsilon = 1 \Rightarrow h = \sqrt{\frac{3}{(v^+)^3}} \begin{pmatrix} 1 & 0 & b^- & \frac{1}{2}(b^-)^2 - \frac{1}{2}(v^+)^2 \\
0 & 0 & 0 & 0 \\
\end{pmatrix},$$

(41)

evaluated at $r = \infty$. Note that this is of the form of the orientifold invariant charges (33), as it should be.

The BPS solutions constructed from the harmonic function (26) as reviewed in section 3.1 will automatically satisfy the projection constraints of section 2.2. Explicit solutions for $\omega$ and $A_\varphi$ can be found in appendix A.

3.3 Orientropy

Evidently, the total leading order Bekenstein-Hawking entropy of an orientihole configuration is the total horizon area in the quotiented spacetime, i.e. half the entropy of the corresponding black hole configuration in the $\mathbb{Z}_2$ covering spacetime:

$$S_{\text{tot}} = \frac{1}{2} \sum_{\alpha = -n}^n S_{\text{BH}}(\Gamma_\alpha) = \frac{1}{2} S_{\text{BH}}(\Gamma_0) + \sum_{s=1}^n S_{\text{BH}}(\Gamma_s).$$

(42)

In particular for $\epsilon = 0$, using (33) and the results of [33] (see also [31]), we see that for orientifold invariant charges $\Gamma$ such as $\Gamma_0$

$$S_{\text{BH}}(\Gamma) = 2\pi \sqrt{\frac{\widehat{Q}_0 P^3}{6}}, \quad \widehat{Q}_0 := Q_0 + \frac{Q^A Q_A}{2}, \quad Q^A := (D_{ABC} P^C)^{-1} Q_B.$$

(43)

The corresponding attractor point $t = b + iv$ lies at

$$b^A = -Q^A, \quad v^A = \sqrt{\frac{6\widehat{Q}_0}{P^3}} P^A.$$

(44)

As a consistency check, notice that for charges of the form (33) with $\epsilon = 0$, this gives $b \in H^2_-$ and $v \in H^2_+$. For $\epsilon = 0$ and charge only at the origin, these expressions are sufficient to obtain fully explicit solutions as reviewed in 3.1. When $\epsilon = 1$ or whenever we have more general multicentered configurations involving
also D6-charges, we need a more general formula for the entropy. This is in general not known in closed form even in the large radius approximation. An exception is when the charge is of the special form

$$\Gamma = p^0 + pD + qD^2 - q_0D^3,$$

(45)

where $D^m \in H^{2m}$, mapping the problem effectively to the one modulus case. Then we have explicitly:

$$S_{BH}(p^0, p, q, q_0) = \frac{\pi D^3}{3} \sqrt{\Delta}, \quad \Delta = 3p^2 q^2 - 8p^0 q^3 + 6p^3 q_0 - 18p^0 q q_0 - 9p^0 q_0^2,$$

$$t(p^0, p, q, q_0) = \frac{pq + 3p^0 q_0 + i\sqrt{\Delta}}{p^2 - 2p^0 q} D.$$

3.4 A simple example

At this stage it may be useful to consider a concrete example of a single centered orientihole.

Let $\epsilon = 0$ and assume (i) $H^2_+ = H^2$ is one dimensional with basis element $D$, (ii) all charge is at the origin and given by

$$\Gamma_0 = \Gamma = pD - q_0D^3,$$

(46)

and (iii) the modulus at spatial infinity is given by

$$v|_{r=\infty} = yD.$$

(47)

Then the above constructions give us a metric of the form $ds^2 = -\Sigma^{-1}(r)dt^2 + \Sigma(r)d\vec{x}^2$, where

$$\Sigma(r) = D^3 \sqrt{\frac{2}{3} \left( \frac{q_0}{r} + \sqrt{\frac{y^3}{12D^3}} \right) \left( \frac{p}{r} + \sqrt{\frac{3}{D^3y}} \right)^3}.$$

(48)

The moduli fields are given by

$$b(r) = 0, \quad v(r) = v^+(r) = \sqrt{6} \sqrt{\frac{q_0}{r} + \sqrt{\frac{y^3}{12D^3}}} \sqrt{\frac{p}{r} + \sqrt{\frac{3}{D^3y}}} D.$$

(49)

When $q_0, p > 0$ these expressions are manifestly sensible everywhere, describing a regular orientihole. However if for example the charge is purely due to an O4$^-$ plane, which has $p < 0$, we get a singular solution, as announced earlier.

To see this more concretely, let $X$ be the Calabi-Yau defined as the zero locus of a polynomial of degree 8 in the weighted projective space $\mathbb{C}P^4_{1,1,1,1,1}$. This was the main example considered in [10] in a IIB context. We denote by $[z_0, z_1, z_2, z_3, z_4]$ the coordinates of respective weights $(4, 1, 1, 1, 1)$ in $\mathbb{C}P^4_{1,1,1,1,1}$. Then we can take $X$ to be defined by

$$z_0^2 = h(z_1, z_2, z_3, z_4),$$

(50)

where $h$ is homogeneous of degree 8. We take the IIA orientifold involution to be

$$\tau' = \Omega \sigma^* \mathcal{P}^* \tau, \quad \sigma : z_0 \mapsto -z_0, \quad \mathcal{P} : \vec{x} \mapsto -\vec{x}.$$

(51)
Figure 2: Warp factor $1/\Sigma$ as a function of inverse radius $1/r$. The red line diverging at $1/r \approx 0.137$ corresponds to the O4$^-$ example of the text, with $y = 5$. For comparison, the blue line converging to zero corresponds to the same charges but with opposite signs for $p$ and $q_0$, giving a regular solution. The upward slope of the O4$^-$ warp factor implies gravitational repulsion.

The fixed point set of $\sigma \mathcal{P}$ defines an O4$^-$-plane localized at the origin of space:

$$O4 : z_0 = 0, \vec{x} = 0.$$  \hspace{1cm} (52)

For this example we have $h^2_+(X) = h^2(X) = 1$ and we can take as basis element $D$ of $H^2_+(X, \mathbb{Z})$ the cohomology class Poincaré dual to the hyperplane $x_1 = 0$, which has triple intersection product $D^3 = 2$. Then the class of the O4 is $4D$, so its D4-charge equals $-4D$. Its D0-charge can be computed to be $-\chi(O7) = -\frac{19}{3}$. Thus its total charge can be written as

$$\Gamma_{O4} = -4D + \frac{19}{6}D^3.$$  \hspace{1cm} (53)

If this is the only charge present, (48) becomes

$$\Sigma(r) = 2\sqrt{\frac{2}{3}} \left(-\frac{19}{6r} + \sqrt{\frac{y^3}{24}} \left(-\frac{4}{r} + \sqrt{\frac{3}{2y}} \right)^3 \right).$$  \hspace{1cm} (54)

This is plotted in fig. 2. Notice that the metric warp factor $\Sigma(r)$ decreases with decreasing $r$. This means the object has negative energy, as expected for an orientifold plane. When the asymptotic CY size modulus $y$ is sufficiently large $^4$, $\Sigma$ first hits zero (coming from $r = \infty$) at

$$r = r_0 = 4\sqrt[3]{\frac{2}{3}\sqrt{y}}.$$  \hspace{1cm} (55)

$^4$see \cite{10}, keeping in mind that the charge vector of the O4 has an overall factor of $\frac{1}{8}$ compared to the O7 case analyzed there.

$^5$When it is sufficiently small, the other factor hits zero first and the moduli flow to $v = 0$. The change in behavior occurs when crossing the local minimum of $|Z|$, the “repulsor” point.
This locus is a curvature singularity with infinite blueshift. Moreover \( v \to \infty \) when \( r \to r_0 \). Thus what we get is an inverted attractor flow, the “wrong sign” branch of (11).

The singularity which manifests itself at the scale \( r_0 \) is clearly physically unacceptable. We are working in four dimensional Planck units, so we see that by taking \( y \) large, the breakdown can be made to happen at arbitrarily large \( r_0 \) in Planck units. This might seem worrisome at first sight. However recall that the string length \( \ell_s \) is related to the Planck length \( \ell_4 \) by
\[
\ell_s \sim \sqrt{\text{vol}(X)} / g_s \ell_4 \sim y^{3/2} / g_s \ell_4 ,
\]
so at fixed \( g_s \), the ratio \( r_0 / \ell_s \sim g_s / y \to 0 \) when \( y \to \infty \). Hence at fixed (small) \( g_s \) stringy effects will always be important at the scale set by \( r_0 \). If we take at the same time \( g_s \to \infty \) we have to switch to M-theory, and then we find \( r_0 \sim R / y \) with \( R \) the radius of the M-theory circle. So in this case the KK length scale is much larger than the scale set by \( r_0 \). In either case, the singularity can be expected to get resolved by physics ignored in the 4d supergravity description.

At scales \( r \gg r_0 \) the pure \( O4^- \) solution makes perfect sense however. In particular it will accurately determine the long range forces on probe particles exerted by the orientifold plane.

Although we focused on a particular example here, it is clear that similar considerations hold in general.

3.5 Angular momentum

From (24) we see that for an orientihole system consisting of a charge \( \Gamma_0 \) at the origin and a charge \( \Gamma_1 \) together with its image \( \Gamma_{-1} \), the classical field angular momentum is
\[
\vec{J} = \frac{1}{4} \left( \langle \Gamma_1, \Gamma_{-1} \rangle + \langle \Gamma_1, \Gamma_0 \rangle + \langle \Gamma_0, \Gamma_{-1} \rangle \right) \vec{u} = \frac{1}{2} \left( \frac{1}{2} \langle \Gamma_1, \Gamma_1' \rangle + \langle \Gamma_1, \Gamma_0 \rangle \right) \vec{u}
\]
where \( \vec{u} \) is the unit vector \( \vec{x}_1 / |\vec{x}_1| \). The extra overall factor 1/2 compared to the unorientifolded case arises because of the \( \mathbb{Z}_2 \) identification of space, which means we should integrate the angular momentum density over only half of \( \mathbb{R}^3 \). For the last step we used (34).

For arbitrary orientihole configurations, we get, again using (34):
\[
\vec{J} = \frac{1}{2} \left( \sum_{0<s<t} \langle \Gamma_s, \Gamma_t \rangle \frac{\vec{x}_s - \vec{x}_t}{|\vec{x}_s - \vec{x}_t|} + \langle \Gamma_s, \Gamma_t' \rangle \frac{\vec{x}_s + \vec{x}_t}{|\vec{x}_s + \vec{x}_t|} + \sum_{s>0} \langle \Gamma_s, \frac{1}{2} \Gamma_{-s} + \Gamma_0 \rangle \frac{\vec{x}_s}{|\vec{x}_s|} \right).
\]

3.6 Marginal stability decays and flow trees

Just as in the usual \( \mathcal{N} = 2 \) case [16], multicentered BPS solutions can decay when crossing certain real codimension 1 walls in moduli space, called walls of marginal stability. Let us consider first the simplest

\[\text{How such a resolution works in detail is known for the O6}^- \text{ in } \mathbb{R}^{1,9}: \text{Naively uplifting the singular IIA solution to M-theory by neglecting KK modes gives a singular, negative mass Taub-NUT. This is valid at large distances from the origin. The exact solution eleven dimensions is the Atiyah-Hitchin metric, which is smooth everywhere and asymptotes to the negative mass Taub-NUT metric [35, 36].}\]
case, a system of charges $\Gamma_0$, $\Gamma_{\pm 1}$. Then the integrability conditions \cite{23} boil down to
\[
\frac{I(\Gamma_1, \Gamma_0)}{|\vec{x}_1|} = \begin{cases} 
2 \text{Im} Z(\Gamma_1, t) & (\epsilon = 0) \\
2 \text{Re} Z(\Gamma_1, t) & (\epsilon = 1)
\end{cases}
\]
where $Z$ in the large volume approximation is given by \cite{38} and
\[
I(\Gamma_1, \Gamma_0) := \frac{1}{2} \langle \Gamma_1, \Gamma'_1 \rangle + \langle \Gamma_1, \Gamma_0 \rangle,
\]
which we recognize as twice the classical field angular momentum \cite{57}. Therefore, for the bound state to exist, we need
\[
I(\Gamma_1, \Gamma_0) \text{Im} Z_1 > 0 \ (\epsilon = 0), \quad I(\Gamma_1, \Gamma_0) \text{Re} Z_1 > 0 \ (\epsilon = 1).
\]
This condition determines on which side of a wall of marginal stability the bound state exists. On the wall of marginal stability all constituents preserve the same supersymmetry, i.e. the phase of the central charge of $\Gamma_1$ aligns with $\alpha_\infty$ as given in \cite{39}. Specifically, $Z_1$ must be positive real in the O4/O0 case $\epsilon = 0$, and negative imaginary in the O6/O2 case $\epsilon = 1$. On such a wall, the mass of the BPS bound state equals the sum of the masses of the constituents. One should keep in mind here that the mass of the charge at the origin $\Gamma_0$, as given by \cite{40}, can be negative, namely when the phase of its central charge anti-aligns with $\alpha_\infty$. This is the case when the origin contains only the orientifold plane, or the orientifold plane with too little additional D-branes on top of it to make the mass positive.

As a toy example, consider again the one modulus, $\epsilon = 0$ case. Assume
\[
\Gamma_1 = e^{aD},
\]
where $D^3 > 0$ and $a$ is an arbitrary positive integer. This represents the charge of a D6-brane carrying $a$ units of flux (ignoring curvature induced charges). Then for $t = b + iv = iyD$, using \cite{29} and \cite{35},
\[
Z_1 = \langle \Gamma_1, \Omega(t) \rangle = -\int_X e^{aD} \wedge \frac{e^{-iyD}}{\sqrt{\frac{4}{3}y^3}} = \frac{D^3(iy - a)^3}{\sqrt{\frac{4}{3}y^3}}.
\]
This becomes real and positive when $-a + iy$ is positively proportional to $e^{2\pi i/3}$, i.e. at
\[
y = y_{\text{ms}} = \sqrt{3a}.
\]
This is the “wall” of marginal stability — in this case, since the moduli space is one dimensional, it is a point.

Let us assume furthermore that at the origin we have an orientifold plane with charge
\[
\Gamma_0 = -4D.
\]
This is modeled on \cite{53}; for simplicity we again ignore curvature induced charges. Then
\[
I(\Gamma_1, \Gamma_0) = \frac{1}{2} \langle e^{aD}, -e^{-aD} \rangle + \langle e^{aD}, -4D \rangle = 2D^3a^2(1 - \frac{a}{3}).
\]
The stability condition (61) becomes

\[(a - 3)(y - \sqrt{3}a) > 0.\]  

(67)

Similar considerations can be made for decays involving clusters of multiple centers, as in the unorientifolded case; see [20] for a detailed discussion.

Figure 3: Four $\epsilon = 0$ orientihole flow trees. The $x$ and $y$ axes parametrize the modulus $t = (x + iy)D$. The initial point of the flow in each case is $t = 30i$ (or some other sufficiently large imaginary value). The constituent charges are in (a): $\Gamma_1 = e^{5D}$, $\Gamma_0 = -4D$, (b): $\Gamma_1 = e^{5D}$, $\Gamma_0 = 10D - 10D^3$, (c): $\Gamma_1 = e^{10D}$, $\Gamma_2 = e^{5D}$, $\Gamma_0 = -4D$, (d): $\Gamma_1 = e^{12D}(1 - 5D^2)$, $\Gamma_2 = e^{5D}(1 - D^2)$, $\Gamma_3 = D + 3D^2 - 10D^3$, $\Gamma_0 = -4D$. All flows run downwards except the $\Gamma_0$ flow in (a), (c), (d) which runs up starting from the lowest vertex.

As in the unorientifolded case, solving the integrability condition is not sufficient for existence. In addition, it is more obscure now what “existence” actually means, since for example the solution corresponding to just the orientifold plane at the origin is in fact singular and of the kind we would normally reject, but now want to retain. We will consider a configuration to exist physically if we can adiabatically assemble it from constituents we know exist (e.g. regular single centered black holes, the pure O-plane, . . . ), by dialing the moduli at infinity through walls of marginal stability from unstable to stable side, or through walls of
threshold stability. The constituents themselves could be multicaentered configurations too — the existence of those at the relevant points in moduli space is in turn determined by the ability to assemble those configurations from constituents with established existence, and so on. The justification for this working definition is that we expect BPS states to disappear only when crossing walls of marginal stability from the stable to the unstable side, so never during the assembly process, and that in all examples of regular multicaentered solutions where this has been checked, the configuration can be assembled in this way.

In the unorientifolded case, a canonical prescription for dialing the moduli to produce such an assembly process is given by attractor flow trees, which were briefly reviewed in section 3.1 and more extensively in section 3.2 of [20]. Up to some differences which we discuss below, we can do the same in the orientifolded case. Some one modulus examples are shown in fig. 3 with case (a) corresponding to the toy example discussed above, with \( a = 5 \). The \( \mathbb{Z}_2 \) orientifold symmetry is clearly manifested in the flow trees. The assembly process is dictated by following the tree in the direction from leaves to root; for example in case (a) we start with a fluxed D6-brane (which we know exists) and put it together with its orientifold image at the split point, after which we move upwards.

The main difference with unorientifolded flow trees is that tertiary vertices occur generically; they correspond to splits \( \Gamma \rightarrow \Gamma_1 + \Gamma_0 + \Gamma_1' \). In the unorientifolded case, one can always make a small perturbation of the initial point to split tertiary vertices in two binary vertices, but because of the orientifold projection constraints this is not possible in the case at hand. (In a sense, of course, these tertiary splits are actually binary splits, since \( \Gamma_1 \) and its image \( \Gamma_1' \) are physically identified.) Binary vertices (with their orientifold images) are also still possible, as illustrated in fig. 3 (d). They correspond to splits \( \Gamma_{12} \rightarrow \Gamma_1 + \Gamma_2 \).

Another difference with the unorientifolded case is that, as discussed earlier, inverted attractor flows can occur too, namely for an invariant charge whose phase is opposite to \( \alpha_\infty \), corresponding to a negative mass object. This is the case for the “0” branch in in fig. 3 (a), (c) and (d). Recall our formulae for single flow solutions already take this into account, so no additional inversion by hand is necessary when using these formulae to build the tree.

A more systematic analysis of flow trees for orientiholes and a precise formulation of the analog of the “split flow conjecture” of [20] will be left for future work.

Finally, when a wall of marginal stability is crossed, the number of BPS states can jump. We return to this in section 4.

### 3.7 Dirac quantization

![Figure 4: Left: Dirac strings for charge \( \Gamma_0 \) at origin. Right: Dirac strings for charge pairs \( \Gamma_{\pm s} \).](image-url)
If we insist on using a single gauge connection 1-form rather than work with different connection 1-forms in different patches related by gauge transformations, the gauge fields will have Dirac string singularities as soon as there is magnetic charge present. These strings should not be physical, i.e. no experiment should be able to locally measure a Dirac string singularity. Since electric charges moved along a closed loop pick up a measurable wave function phase, this requirement implies charge must be quantized in such a way that the phase factor which is picked up when moving along an infinitesimally small loop around a Dirac string equals 1 and is hence undetectable.

The orientifold projection conditions imply that Dirac strings should be $\mathbb{Z}_2$ (anti-)symmetric about the origin. For charges away from the origin, this can always be arranged by taking the Dirac strings attached to the charges to lie along radially outward lines in the $\mathbb{R}^3$ coordinate space, as shown in fig. 4. The Dirac quantization constraints then remain manifestly unchanged compared to the unorientifolded case, so no further quantization conditions should be imposed on charges away from the origin beyond those which existed in the parent $\mathcal{N} = 2$ theory.

On the other hand, for charges localized at the origin, the requirement of $\mathbb{Z}_2$ symmetry implies a doubling of charge quanta. This is because a minimal magnetic charge quantum (with respect to an arbitrary $U(1)$ subgroup) of the unorientifolded theory corresponds to a “primitive” Dirac string as seen by a suitably electrically charged probe particle, which cannot be split in two strings without violating the requirement of local undetectability. But such a primitive string violates the required $\mathbb{Z}_2$ symmetry. For two units of magnetic charge, this problem is avoided because in this case the string can be split in a $\mathbb{Z}_2$ symmetric fashion, as shown in fig. 4. The charge doubling holds for both electric and magnetic charges, as for electric charges at the origin we can similarly use magnetic monopole probe charges localized away from the origin.

Thus we conclude that if in the covering space the charge lattice is $L \simeq \mathbb{Z}^{2n_V+2}$, then quantum consistency after orientifolding requires

$$
\Gamma_0 \in 2L, \quad \Gamma_s \in L \quad (s \neq 0).
$$

In the quotient space $\mathbb{R}^3/\mathbb{Z}_2$ this is equivalent to the statement that electromagnetic field flux through closed surfaces is integrally quantized in the standard way: the relative factor of 2 above then simply corresponds to the fact that half a sphere in $\mathbb{R}^3$ with center at the origin is already a closed surface in $\mathbb{R}^3/\mathbb{Z}_2$, while charges away from the origin need a full sphere around them to be enclosed.

We give an alternative derivation based on the gauge bundle description of magnetic monopoles in appendix B.

### 3.8 $\mathbb{Z}_2$ torsion charges

Although (33) indicates that certain net D-brane charges have to vanish, there can still be conserved $\mathbb{Z}_2$ torsion charges associated to these. For example there can be no net D6 charge in an O4/O0 type orientifold, but an orientihole configuration with $\sum_{s>0} P_s^0$ odd has a nonvanishing torsion charge, which
Figure 5: An electric probe transported along $\alpha$ picks up an Aharonov-Bohm phase, measuring a magnetic $\mathbb{Z}_2$ torsion charge. See text for more details.

can be measured at spatial infinity by an Aharonov-Bohm type experiment. To see this, let us first consider the O4/O0 case ($\epsilon = 0$) with a charge $\Gamma_1$ and its image $\Gamma_{-1}$, where $\Gamma_1$ has one unit of D6-charge, so $\Gamma_{-1}$ has minus one unit of D6-charge. We take the corresponding Dirac strings as before to go radially out to infinity. Let $\alpha$ be a semi-circle of very large radius $R$ in the plane equidistant from $\Gamma_1$ and $\Gamma_{-1}$ centered around the origin, as in fig. 5. The endpoints of this semi-circle are identified by the $\mathbb{Z}_2$ transformation $\vec{x} \rightarrow -\vec{x}$, so in the physical, quotiented space, $\alpha$ is a closed trajectory. A D0 probe particle transported along $\alpha$ will pick up a phase $e^{i\Phi(\alpha)}$, measurable in an Aharonov-Bohm type experiment. We claim this phase is $-1$ in the limit $R \rightarrow \infty$.

To prove this without writing out explicit expressions for the gauge fields, we proceed as follows. Let $\alpha'$ be the $\mathbb{Z}_2$ image of $\alpha$. Then the $\mathbb{Z}_2$ symmetry implies $\Phi(\alpha') = \Phi(\alpha)$. Let $\beta$ be the curve obtained by rotating $\alpha$ keeping its endpoints fixed till right before it hits the Dirac string attached to $\Gamma_1$, and $\beta'$ the curve similarly obtained from $\alpha'$, as shown in fig. 5. The difference $\Phi(\alpha) - \Phi(\beta)$ is proportional to the magnetic flux through the quarter sphere swept out during the rotation of $C$. However since the far magnetic field is that of a magnetic dipole, it falls off as $1/r^3$ and therefore in the limit $R \rightarrow \infty$, the magnetic flux is zero and $\Phi(\beta) = \Phi(\alpha)$. Similarly $\Phi(\beta') = \Phi(\alpha')$. Thus we have

$$\Phi(\alpha) = \frac{\Phi(\alpha) + \Phi(\alpha')}{2} = \frac{\Phi(\beta) + \Phi(\beta')}{2}. \quad (69)$$

Now $\beta$ and $\beta'$ are each others inverse except for the side at which they pass the Dirac string. As a result, the right hand side of (69) equals half the phase picked up when circling once closely around the Dirac

---

7 Alternatively we can take the Dirac string to be stretched between the two charges, not running to infinity. This case will be further discussed below.

8 This can be read off directly from the projection conditions, but to eradicate all doubt, the other conceivable possibility, $\Phi(\alpha') = -\Phi(\alpha)$, is easily excluded, since $\Phi(\alpha) + \Phi(\alpha')$ is proportional to the magnetic flux through the disk bounded by $\alpha + \alpha'$, which is nonvanishing since $\Gamma_{\pm1}$ have opposite magnetic charges.
string, i.e.

$$\Phi(\alpha) = \frac{1}{2} \Phi(\gamma), \quad (70)$$

where $\gamma$ is an infinitesimally small loop around the Dirac string. For a minimal magnetic quantum, i.e. unit D6-charge, we have by definition $\Phi(\gamma) = 2\pi$, hence $\Phi(\alpha) = \pi$ and $e^{i\Phi(\alpha)} = -1$, as claimed.

More generally, for general $\epsilon = 0$ orientihole configurations, one similarly shows that in the limit $R \to \infty$

$$e^{i\Phi(\alpha)} = (-1) \sum_{s>0} P_s^0. \quad (71)$$

This defines a topological $\mathbb{Z}_2$ torsion charge. This is a conserved charge in the sense that even if the whole system is thrown into a big (not necessarily supersymmetric) black hole, the charge remains measurable by the same type of experiment. The $\mathbb{Z}_2$ nature of the charge is compatible with the fact that the orientifold $\mathbb{Z}_2$ quotient of the sphere at infinity is $S^2/\mathbb{Z}_2 = \mathbb{R}P^2$, and $H_1(\mathbb{R}P^2, \mathbb{Z}) = \mathbb{Z}_2$, with generator given by the path $\alpha$. Furthermore the fact that an even number of D6-anti-D6 pairs has zero $\mathbb{Z}_2$ charge is in accord with the fact that in this case, D6 and anti-D6 branes of different pairs can annihilate each other completely.

One could also add this D6 torsion charge to the O4-plane at the origin itself. One can think of this as being produced by squeezing together a D6 and an anti-D6 at the origin. In this case there will be a D6 dipole Dirac string coming out of the origin in two opposite directions. If we had chosen the Dirac string in our original configuration to be stretched between the two charges as described in footnote [7], this would have corresponded to a situation with nontrivial $\mathbb{Z}_2$ charge at the origin, plus nontrivial $\mathbb{Z}_2$ charge from the charge pair, leading to a vanishing total $\mathbb{Z}_2$ charge.

Finally, one can clearly extend these considerations to all other charges projected out by the orientifold symmetry, i.e. $P^0, P^-$ and $Q_+$ for $\epsilon = 0$ and $P^+, Q_-$ and $Q_0$ for $\epsilon = 1$, all of which will support $\mathbb{Z}_2$ torsion charges.

In a compact setting (i.e. compactifying $\mathbb{R}^3$ to $T^3$), or on the T-dual side with space-filling D-branes, all charges, including the $\mathbb{Z}_2$ torsion charges just described, must vanish. In the model building literature, this requirement is often referred to somewhat loosely as “K-theory tadpole cancelation”, and in practice the $\mathbb{Z}_2$ torsion charges are usually only indirectly detected [38] by the presence of subtle anomalies on probe branes such as the $SU(2)$ anomaly described in [37]. The existence of these $\mathbb{Z}_2$ tadpoles in the D9-D9′ system was crucially used in [10] to find agreement between F-theory and perturbative type IIB descriptions of D7-branes. Here we see that in the orientihole picture, the $\mathbb{Z}_2$ charges get an elementary physical interpretation. Of course, this is only a tiny fraction of what K-theory has to say about orientifolds [39, 40].
4 Counting BPS states

4.1 BPS index

In an $\mathcal{N} = 2$ theory, the proper index counting the number of BPS states of charge $\Gamma$ is the second helicity supertrace \[41, 42\]:

$$\Omega(\Gamma, t) := -\frac{1}{2} \text{Tr}_{\mathcal{H}(\Gamma, t)}(-)^{2J_3}(2J_3)^2$$

(72)

where $J_3$ is the 3-component of the angular momentum. Under the little group $SU(2)$ of the super-Poincaré symmetry, massive BPS multiplets decompose in representations of the form $[j'] \otimes ([1/2] + [0])$. The half-hypermultiplet factor $([1/2] + [0])$ arises from the quantization of the fermionic degrees of freedom associated to the center of mass in $\mathbb{R}^3$ (alternatively, from the broken supersymmetries) and $j'$ is the reduced angular momentum associated to the internal degrees of freedom. In particular, $j' = 0$ corresponds to a hypermultiplet and $j' = 1/2$ to a vector multiplet. If we express the second helicity supertrace in terms of the reduced angular momentum, it becomes an ordinary Witten index:

$$\Omega(\Gamma, t) = \text{Tr}_{\mathcal{H}'(\Gamma, t)}(-)^{2J_3'},$$

(73)

where $\mathcal{H}'(\Gamma, t)$ is obtained from $\mathcal{H}(\Gamma, t)$ by stripping off the overall factor $([1/2] + [0])$. In the orientifolded theories we have been considering, we will use the same index, but trace only over the orientifold invariant subspace $\mathcal{H}'_{\text{inv}}(\Gamma, t)$:

$$\Omega_{\text{inv}}(\Gamma, t) = \text{Tr}_{\mathcal{H}'_{\text{inv}}(\Gamma, t)}(-)^{2J_3'}.$$  

(74)

4.2 Wall crossing formula

As discussed in section 3.6, the simplest possible decay upon crossing a wall of marginal stability is of the form $\Gamma \rightarrow \Gamma_1 + \Gamma_0 + \Gamma_1'$. Here we take $\Gamma_1$ and $\Gamma_0$ to be primitive (not an integral multiple of another charge). In the supergravity description, these charges can be realized either as single or as multicentered bound states.

This decay will lead to a jump $\Delta \Omega_{\text{inv}}(\Gamma, t)$ of the BPS index. To compute this, we follow the reasoning of \[19\ 20\]. When $t \rightarrow t_{\text{ms}}$, the part of the BPS Hilbert space which is decaying factorizes as

$$\Delta \mathcal{H}'_{\text{inv}}(\Gamma, t_{\text{ms}}) = [j] \otimes \mathcal{H}'_{\text{inv}}(\Gamma_0, t_{\text{ms}}) \otimes \mathcal{H}'(\Gamma_1, t_{\text{ms}}).$$

(75)

Here $j$ is the angular momentum quantum number of the BPS ground state of the supersymmetric quantum mechanical system obtained by replacing the $\Gamma_1$ system by a point charge without internal degrees of freedom. Assuming the effect of the spin-magnetic coupling is, as in \[19\], to reduce the classical angular momentum by $-1/2$ in the quantum ground state, and using (57), we have $j = \frac{I(\Gamma_1, \Gamma_0) - 1}{2}$, where $I(\Gamma_1, \Gamma_0)$ was defined in (60):

$$I(\Gamma_1, \Gamma_0) = \frac{1}{2}(\langle \Gamma_1, \Gamma_1' \rangle + \langle \Gamma_1, \Gamma_0 \rangle).$$

(76)
Notice that because of the orientifold identification of $\Gamma_1$ and $\Gamma'_1$, we have only a single factor $H'(\Gamma_1)$ and not $H'/(\Gamma_1) \otimes H'/(\Gamma'_1)$, as we would if we were considering the unorientifolded theory. On the other hand we do not project on the invariant subspace for this charge, whereas we do for $\Gamma_0$.

Thus we are led to the following wall crossing formula:

$$\Delta \Omega_{\text{inv}} = (-1)^{I(\Gamma_1, \Gamma_0) - 1} |I(\Gamma_1, \Gamma_0)| \Omega(\Gamma_1, t_{\text{ms}}) \Omega_{\text{inv}}(\Gamma_0, t_{\text{ms}}).$$  \hspace{1cm} (77)

This is formally identical to the primitive charge wall crossing formula of [20] for a decay $\Gamma \to \Gamma_1 + \Gamma_0$, after replacing $\langle \Gamma_1, \Gamma_0 \rangle$ appearing there by $I(\Gamma_1, \Gamma_0)$, and replacing $\Omega(\Gamma_0)$ by $\Omega_{\text{inv}}(\Gamma_0)$.

We leave the generalization to wall crossing formulae involving nonprimitive charges, analogous to the formulae given in [20, 43, 44], to future investigations.

If the constituent branes of a particular configuration are rigid, as is the case for single D6-branes carrying only smooth $U(1)$ fluxes, repeated use of the wall crossing formula (or the ideas leading to it) is sufficient to compute the total index. As a simple illustration, consider again the basic example of section 3.6: a charge $\Gamma_1 = e^{aD}$ plus the orientifold plane charge $\Gamma_0 = -4D$. Then $\Omega(\Gamma_1) = 1$ and $I(\Gamma_1, \Gamma_0) = 2D^3a^2(1 - \frac{a}{3})$, so the total index of the configuration at $y > y_{\text{ms}} = \sqrt{3}a$ is, assuming $a > 3$\textsuperscript{9}:

$$\Omega_{\text{inv}} = 2D^3a^2\left(\frac{a}{3} - 1\right).$$  \hspace{1cm} (78)

4.3 Microscopic interpretation

The wall crossing formula (77) also has a simple microscopical (D-brane) interpretation, in close analogy to the unorientifolded case [19, 20]. For simplicity we let $\Gamma_0$ consist of just the orientifold plane, so we are considering a bound state of a D-brane of charge $\Gamma_1$ with its orientifold image. In the weak string coupling limit $g_s \to 0$, the bound state will collapse to the origin of space [19] and the index (74) can be thought of as the $10$-Euler characteristic of the moduli space $M_{\text{inv}}(\Gamma, t)$ of orientifold invariant supersymmetric D-brane configurations with total charge $\Gamma$. More precisely, properly taking into account the sign factors and the identification of spatial spin with Lefshetz spin (as explained e.g. in [19, 20]):

$$\Omega_{\text{inv}} = (-1)^{\dim C} \chi(M_{\text{inv}}).$$  \hspace{1cm} (79)

The moduli space can have several disconnected components. The component decaying at the wall of marginal stability is expected [20] to have the structure of a $\mathbb{CP}^{I-1}$-fibration

$$\mathbb{CP}^{I-1} \to \Delta M_{\text{inv}}(\Gamma, t) \to M(\Gamma_1, t_{\text{ms}}).$$  \hspace{1cm} (80)

\textsuperscript{9}We also assume $D^3$ is a multiple of 3 such that the index is integral for all $a$, as is necessary for consistency. Recall this is a toy example; in actual examples, things will conspire such that indices are indeed always integral.

\textsuperscript{10}When the moduli space is singular, as is often the case, there are several inequivalent notions of Euler characteristic. We will not try to determine in general which notion is the physically relevant one, although in the example we will study below, it appears to be the topological one.
where $I$ is the index counting orientifold invariant massless open string modes stretched between the constituent branes. This index was computed in \[24, 35, 10\]. In particular, the results of \[10\] imply (taking into account the factor $1/8$ difference in charge between an O4 and an O7 wrapping the same internal cycle) that this index $I$ is nothing but $I(\Gamma_1, \Gamma_0)$ defined in \[76\], with $\Gamma_0$ the orientifold plane charge. Using the fact that the Euler characteristic of the moduli space of a nondegenerate fibration equals the product of the Euler characteristics of base and fiber, we thus reproduce exactly the wall crossing formula \[77\] in this particular case.

A corollary is the following general rule:

$$
\text{open string index for pair of branes} = \text{twice the classical field angular momentum generated by the pair}
$$

This holds for a brane image brane pair as well as for two distinct branes.

### 4.4 Relation to topological string partition function: a conjecture

In \[21\], Ooguri, Strominger and Vafa (OSV) proposed a conjecture extending the Bekenstein-Hawking entropy formula for BPS black holes to all orders in an inverse charge expansion:

$$
\Omega(P, Q) \sim \int d\phi e^{2\pi \phi^A Q_A} |Z_{\text{top}}|^2, \quad (81)
$$

where $Z_{\text{top}}(g, t)$ is the topological string partition function in which the following substitutions are made

$$
g = \frac{4\pi}{2g^0 + i P^0}, \quad t^A = \frac{2\phi^A + i P^A}{2g^0 + i P^0}. \quad (82)
$$

More explicitly

$$
Z_{\text{top}}(g, t) = \exp\left(-\frac{(2\pi i)^3}{6g^2} t^3 - \frac{2\pi i}{24} c_2 t + \sum_{h, \beta} N_{h, \beta} \left(-1\right)^{h-1} g^{2h-2} e^{2\pi i\beta A t^A}\right), \quad (83)
$$

where $c_2$ is the second Chern class of $X$ and $N_{h, \beta}$ are the Gromov-Witten invariants counting holomorphic maps of genus $h$ into the class $\beta \in H_2(X, \mathbb{Z})$.

The main motivation for the OSV conjecture given by \[21\] was the observation that the saddle point evaluation of the integral \[81\] exactly reproduces the ($R^2$ corrected) attractor equations found in \[46, 47, 48\], with saddle point value equal to $e^{S_{\text{BHW}}(P, Q)}$, where $S_{\text{BHW}}$ is the Bekenstein-Hawking-Wald entropy \[46, 47, 48\] (which takes into account $R^2$ corrections determined by topological string amplitudes).

It is difficult to make the OSV conjecture precise. In fact it has been shown to be false in the large charge limit when $\Omega$ is taken to be the index at $\text{Im } t = \infty$ \[20\]. This leaves open the possibility that the conjecture is true when $\Omega$ is taken to be the index at the attractor point of the charge under consideration.
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We will not dwell on these difficulties, but just formulate an analogous conjecture for orientiholes, at the same level of precision as [21]. We conjecture:

$$\Omega_{\text{inv}}(P,Q) \sim \int d\phi \, e^{\pi \phi^A Q^A} Z_{\text{top}},$$

where again the substitutions (82) are understood, and $P$, $Q$ and $\phi$ are restricted to the orientifold invariant sector. Notice the factor of 2 difference with (81) in the exponential, and the absence of the square — the relation to the topological string partition function is now linear!

We will give arguments in favor of this conjecture below, but for concreteness let us first write out things somewhat more explicitly for $\epsilon = 0$. In this case we retain $P^A$, $Q_0$, and $\phi^A$ charges, $\phi^A$ and $\phi^0$ potentials, and the substitutions are

$$g = \frac{2\pi}{\phi^0}, \quad t^A = \frac{P^A}{2\phi^0}, \quad t^{A-} = \frac{\phi^A}{\phi^0}.$$ (85)

This gives

$$Z_{\text{top}} = \exp \left( \frac{\pi ((P^+)^3 + c_2 P^+)}{24 \phi^0} - \frac{\pi (P^+(\phi^-))^2}{2 \phi^0} + \sum_{\beta, h} N_{h, \beta} (-)^{h-1} \left( \frac{2\pi}{\phi^0} \right)^{2h-2} e^{-\frac{\pi \phi_+}{\phi^0}} \cos \left( \frac{2\pi \beta \phi^-}{\phi^0} \right) \right)$$

To get the cosine we used the invariance of $N_{h, \beta}$ under the orientifold transformation. Note this expression is manifestly real, as it should for (84) to make sense.

The $\epsilon = 1$ case can be worked out similarly, and again everything is real.

To motivate this conjecture along the lines of [21], first observe that because of its reality, the integrand of (84) is the square root of the one in (81), restricted to the orientifold invariant locus. Since this amounts to an overall factor $1/2$ in the exponential, the saddle point equations will therefore still coincide with the attractor equations for the orientihole of charge $(P,Q)$, and the saddle point value of the integral will be

$$e^{\frac{1}{2} S_{\text{BHW}}(P,Q)},$$ (86)

where $S_{\text{BHW}}$ is again the Bekenstein-Hawking-Wald entropy. The extra factor $1/2$ is precisely what we should have for an orientihole.

Another (sketchy) argument is this: In the proof of [20] of a version of the OSV conjecture, the $Z_{\text{top}} Z_{\text{top}}^*$ structure is ultimately due to the factorization of the extreme polar part of the D4 partition function in a D6 partition function and an anti-D6 partition function. This in turn is due to the fact that extreme polar BPS states split as bound states of D6- and anti-D6-branes. The D6 partition function is identified with the Donaldson-Thomas partition function, which in turn is identified with the topological string partition function, leading to $Z_{D4} \sim Z_{\text{top}} Z_{\text{top}}^*$ and (81). Now, one could imagine constructing a similar derivation in the orientifolded theory. Again extreme polar D4 states will split in bound states of D6- and anti-D6-branes. The difference is that now the D6 and anti-D6 will be identified by the orientifold action, as illustrated by the examples considered earlier. Thus, we expect only a single factor $Z_{\text{top}}$, leading to (84).

We leave a more careful investigation of these arguments to future work.
5 Application to counting D7 vacua

We can now apply the orientihole technology we developed to the problem of counting D7 vacua in IIB orientifolds, as outlined in section 2. By “counting” D7 vacua we mean, as in the vacuum statistics program laid out in [12], computing the Witten index, i.e. the Euler characteristic of the classical moduli space of supersymmetric D7-configurations, in the absence of background bulk fluxes. This includes bound states with lower dimensional branes, realized as sheaves in the large volume limit. In general there will be many disconnected components of this moduli space. Some of these will be points, corresponding to sectors with all D-brane moduli fixed classically. Sectors with residual moduli could have their moduli lifted by quantum effects, perhaps after supersymmetry breaking. If so, by Morse theory, the number of critical points of the induced potential, counted with signs, will be bounded below by the Euler characteristic, and the latter can often be used as a good generic estimate for the former. This justifies to some extent our working definition of “counting” vacua. We should note however that more subtle effects may be missed by this definition, such as the existence of $N$ quantum vacua of pure $SU(N)$ 4d $\mathcal{N} = 1$ super Yang-Mills realized by some rigid brane system. It will suffice though for many purposes.

To be concrete, we consider again the Calabi-Yau described in section 3.4, the degree eight hypersurface in $\mathbb{CP}^4_{1,1,1,1,1}$:

$$z_0^2 = h(z_1, z_2, z_3, z_4).$$

(87)

This was the main example studied in [10], where the O7/O3 orientifold with involution $\sigma : z_0 \rightarrow -z_0$ was analyzed from various perspectives. It was found there that even the pure D7-brane without any worldvolume flux had already a rather intricately constrained structure. In particular it was pointed out that the D7 necessarily intersects the O7-plane $z_0 = 0$ in double points. Similar observations were made in [49] from an F-theory perspective, and recently in [50] from a worldsheet perspective.

5.1 Basic D7-branes

5.1.1 Flow trees

One particularly useful picture of D7-branes considered in [10] is their description as bound states of D9 and image anti-D9 branes. In the orientihole dual this maps to bound states of D6 and image anti-D6 branes. From anomaly considerations it was argued in [10] that there must always be an even number of D9-D9' pairs. In the orientihole context, this can be understood as being due to the presence of a $\mathbb{Z}_2$ torsion charge when only an odd number of D6-branes is present, as discussed in section 3.8. The simplest consistent configurations of this kind are obtained by considering two pairs of D9-D9' pairs, carrying $a$ resp. $b$ units of $U(1)$ flux. The orientihole dual thus consists of an O4− with charge given by (53) and the point charges

$$\Gamma_1 = e^{aD}(1 + \frac{c_2}{24}), \quad \Gamma_{-1} = -e^{-aD}(1 + \frac{c_2}{24}),$$

$$\Gamma_2 = e^{bD}(1 + \frac{c_2}{24}), \quad \Gamma_{-2} = -e^{-bD}(1 + \frac{c_2}{24}).$$

(88)
where $c_2$ is the second Chern class of the Calabi-Yau; in the case at hand this is

$$c_2 = 22D^2. \quad (90)$$

Bound states of this kind look like fig. 1 and are described by flow trees similar to the one in fig. 3; the case $a = 2, b = 14$ is shown in fig. 6.

![Flow tree for the case $a = 2, b = 14$, with $t = (x + iy)D$.](image)

Figure 6: Flow tree for the case $a = 2, b = 14$, with $t = (x + iy)D$.

We can assume $a \leq b$ without loss of generality. An attractor flow tree analysis along the lines of section 3.6 yields existence of a BPS configuration in a large internal volume background $t = iyD$ iff

$$a \geq 2, \quad y > y_{ms} = y_{spl}(b) := \sqrt{3b^2 + \frac{11}{2}}. \quad (91)$$

The first charge to split off is $\Gamma_2$, at $y = y_{spl}(b)$, and the second is $\Gamma_1$, at $y = y_{spl}(a)$. The $I$-indices at the split points are

$$I(\Gamma_1, \Gamma_0) = -\frac{(2a - 1)(2a - 2)(2a - 3)}{6}, \quad (92)$$

$$I(\Gamma_2, \Gamma_1 + \Gamma_0 + \Gamma_1') = -\frac{(2b - 1)(2b - 2)(2b - 3)}{6} - \frac{2a^3}{3} - \frac{22a}{3}. \quad (93)$$

Some comments are in order:

1. Strictly speaking, in the large volume approximation, none of the charges in (89) has an attractor point — the central charge in the large volume approximation has a zero at an interior point of the moduli space; for example for $\Gamma_1$ this lies at $t = t_0 = (a + \frac{\sqrt{22}}{2}i)D$. However in this region of moduli space instanton corrections to the central charge are important. In principle, these corrections can be computed by mirror symmetry [51]. In fact, a single D6 with flux is known to be mirror to a
D3 wrapping a 3-cycle vanishing at a conifold point \([52]\). Such D-branes do exist as BPS states. In \([53]\) it was pointed out that integrating them out is what causes the logarithmic singularity at the conifold point in moduli space. They do correspond to sensible attractor flows, terminating at the conifold point \([31, 16]\). So in principle we should include instanton corrections, as was done in the flow tree analysis of \([54]\), and then we would find an admissible attractor flow for these charges. But we do not have to do this — all we need to know at this point is that the BPS state exists. One could object that instanton corrections might be important for establishing the existence of the split points of the flow tree as well. However, for \(a \geq 2\) the ratio of the largest instanton contributions at \(t = t_0\) and \(t = i y_{\text{spl}}(a)\) is
\[
e^{-2\pi (\Im t_{\text{spl}} - \Im t_0)} < 0.01, \tag{94}
\]
so we can reasonably expect that instantons will not qualitatively affect the existence of the split point. To rigorously check this, one would need to do a full numerical analysis using the exact periods, which we will not do here.

2. The case \(a = 2\) is a somewhat subtle boundary case. Note that the charge \(\Gamma_0^{(1)} := \Gamma_1 + \Gamma_0 + \Gamma_{-1} = 19 dV\), i.e. -19 units of D0-charge. Its central charge at \(t = iyD\) is \(Z = -\frac{19}{\sqrt{8\pi}}\). This has phase opposite to \(\alpha_\infty = 0\), so the attractor flow for this charge will be inverted, i.e. run towards increasing \(|Z|\), i.e. decreasing \(y\). So for any \(b \geq a\), there will indeed be a flow down from \(y_{\text{spl}}(b)\) to \(y_{\text{spl}}(a)\). Note that \(|I(\Gamma_0, \Gamma_1)| = 1\) in this case, so by \((77)\) this configuration has index \(\Omega = 1\). This fits well with \(a = 2\) being the boundary case.

3. For \(a = 1\), we have \(\Gamma_0^{(1)} = -2D + \frac{22}{3} dV\), which has negative central charge, so again its flow is inverted. The minimum of \(|Z|\), which is now a “repulsor” rather than an attractor, is attained at \(y = 4\). Thus, because \(y_{\text{spl}}(b) > 4\) for all \(b \geq 2\), the flow tree does not exist for \(b \geq 2\). Because \(y_{\text{spl}}(1) < 4\), it does not exist for \(b = 1\) either if the background \(y > 4\). Moreover, in any case, for \(a = 1\) we have \(I(\Gamma_1, \Gamma_0) = 0\), so no proper 2-centered bound state of \((\Gamma_1, \Gamma_0, \Gamma_{-1})\) can exist. We conclude that no BPS configurations exist with \(a < 2\).

5.1.2 Index from wall crossing

Since we did not give a wall crossing formula for nonprimitive charges, we will assume \(a \neq b\). Then, by applying the wall crossing formula \((77)\) twice and using that the index of all constituents is 1, we immediately get that for \(y > y_{\text{ms}}\), the bound state index is
\[
\Omega = (-1)^{I_1 + I_2} I_1 I_2, \quad I_1 = |I(\Gamma_1, \Gamma_0)|, \quad I_2 = |I(\Gamma_2, \Gamma_1 + \Gamma_0 + \Gamma_1')|. \tag{95}
\]
More explicitly, \(I_1\) and \(I_2\) can be read off from \((92)-(93)\). For example, when \(a = 2, b = 14\) as in fig. 6, we get \(I_1 = 1, I_2 = 3729, \Omega = 3729\).
5.1.3 D7 tadpole cancelation

The total D4 charge of our configuration is \(2(a + b - 2)D\). The total D7 charge of the corresponding IIB configuration is \(2(a + b - 16)D\). The two are different because \(\Gamma_{O7} = 8\Gamma_{O4}\). In particular, IIB D7 tadpole cancelation requires \(a + b = 16\), in which case the dual D4-charge equals 28. This discrepancy might seem odd given that we are claiming the two systems are T-dual. But recall that in performing the T-dualities leading from space filling to localized branes, we initially had the spatial \(\mathbb{R}^3\) compactified on a 3-torus. On this 3-torus, there are eight O4-points, so the total D4 charge on the torus is in fact zero, as it should. After decompactification, these additional negative D4 charges due to the seven other O4-planes reside at infinity, and we assume all charge due to D-branes is localized in a finite neighborhood of the O4 point we put at the origin.\footnote{A priori we could have localized the D-brane charges near the other orientifold points as well. The freedom we have to move the center of mass of the brane bound states from one O4 fixed point to another corresponds in the T-dual IIB theory to the freedom of turning on discrete Wilson lines on the D7-branes along the \(T^3\) directions. Since this is only possible in the compactified theory, we do not wish to count these possibilities.}

5.1.4 Microscopic interpretation

On the IIB side (at large volume and weak string coupling) we have a D7 system carrying certain nontrivial worldvolume fluxes, as described at length in [10]. These systems have rather intricate moduli deformation moduli spaces \(\mathcal{M}\). Recalling the discussion in section 4.3, our result (95) should give us the Euler characteristic \(\chi(\mathcal{M})\) of these spaces. Explicitly, for all D7 tadpole canceling configurations with \(a < b\), we get the predictions

<table>
<thead>
<tr>
<th></th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
</tr>
</thead>
<tbody>
<tr>
<td>(\chi(\mathcal{M}))</td>
<td>3729</td>
<td>33540</td>
<td>104825</td>
<td>223440</td>
<td>388905</td>
<td>598884</td>
</tr>
</tbody>
</table>

Before verifying this, let us describe these spaces in a little more detail. Starting from the D9-D9‘ tachyon condensation picture, it was shown in [10] that the moduli spaces \(\mathcal{M}(a, b)\) are given by the space of all supersymmetric tachyon matrices \(T\) satisfying the orientifold projection condition, modulo equivalence. The tachyon matrices in the cases at hand are \(2 \times 2\) matrices of holomorphic sections \(T_{ij}\) of \(\mathcal{O}(n_i) \otimes \sigma^*\mathcal{O}(n_j) = \mathcal{O}(n_i + n_j)\) where \(n_1 = a, n_2 = b\). A section of \(\mathcal{O}(n)\) is a homogeneous polynomial of the \(z_i\) of weight \(n\) on the CY given by (87), where \(z_0\) has weight 4 and \(z_i \geq 1\) has weight 1. The orientifold projection condition is \(T = -\sigma^*T^\top\). This constrains \(T\) to be of the general form

\[
T = z_0 \begin{pmatrix} \rho & \psi \\ \psi & \tau \end{pmatrix} + \begin{pmatrix} 0 & \eta \\ -\eta & 0 \end{pmatrix},
\]

(96)

where \(\rho, \psi, \tau\) and \(\eta\) are homogeneous polynomials in \((z_1, z_2, z_3, z_4)\) of appropriate weight. The corresponding D7-brane is given by the equation \(\det T = 0\), and carries specific \((a, b)\)-dependent worldvolume \(U(1)\) fluxes.
as described in detail in section 4.2 of [10]. The equivalence relation to mod out by is

\[ T \simeq g \cdot T \cdot \sigma^* g^\top, \]  

(97)

where \( g \) is invertible and \( g_{ij} \) is a holomorphic section of \( \mathcal{O}(n_i - n_j) \), that is \( g_{11} \) and \( g_{22} \) are constants, \( g_{12} = 0 \) and \( g_{21} \) a polynomial of degree \( b - a \). We are assuming here and below that \( a < b \). Finally, just as in the description of \( \mathbb{C}P^r \) as a \( \mathbb{C}^* \) quotient of \( \mathbb{C}^{r+1} \) the origin is excluded, here we need to exclude certain values of \( T \), namely those corresponding to orbits which do not contain a solution to the D-term constraints. Concretely these are values of \( T \) for which the D7 worldvolume \( \det T = 0 \) consists of two components with fluxes carrying nonzero D5 charge on each individual component, such that the two components have different central charge phases and therefore are not mutually supersymmetric.

It is not too hard to see that \( \mathcal{M} \) has the structure of a weighted projective space fibration over a projective space. The fibration projection is \( T \to T_{11} \). The base is the space of all nonzero holomorphic sections \( T_{11} = z_0 \rho \), modulo \( \mathbb{C}^* \) rescalings. The zero section \( T_{11} = 0 \) is excluded because at this point the D7 splits in two components \( \eta = \pm z_0 \psi \) with nonzero flux [10], breaking supersymmetry. The \( \mathbb{C}^* \) equivalence descends from the \( g_{11} \) component of (97) (by which we mean we take all components of \( g \) to be those of the unit matrix except \( g_{11} \)). Thus, the base is \( \mathbb{C}P^{#T_{11} - 1} \), where \( #T_{11} \) denotes the number of independent holomorphic sections \( T_{11} \). The fiber is parametrized by \( T_{21} \) and \( T_{22} \). The \( g_{21} \) component of (97) identifies \( T_{21} \) and \( T_{21} + g_{21} T_{11} \). The inequivalent values of \( T_{21} \), \( T_{22} \) under this identification thus form a vector space isomorphic to \( \mathbb{C}^{#T_{21} - #T_{11}} \oplus \mathbb{C}^{#T_{22}} \). Finally the \( g_{22} \) component of (97) acts as \( T_{21} \to g_{22} T_{21}, T_{22} \to g_{22}^2 T_{22} \).

We conclude that \( \mathcal{M} \) has the following fibration structure:

\[
\mathbb{C}P^{B + C - 1} \to \mathcal{M} \\
\downarrow \\
\mathbb{C}P^{A - 1}
\]

(98)

where

\[
A = \#T_{11} = \left(\frac{2a - 4 + 3}{3}\right) = |I(\Gamma_1, \Gamma_0)|
\]

(99)

\[
B = \#T_{22} = \left(\frac{2b - 4 + 3}{3}\right) = |I(\Gamma_2, \Gamma_0)|
\]

(100)

\[
C = \#T_{21} - \#g_{21} = \left(\frac{a + b + 3}{3}\right) + \left(\frac{a + b - 4 + 3}{3}\right) - \left(\frac{b - a + 3}{3}\right) - \left(\frac{b - a - 4 + 3}{3}\right) = |\langle \Gamma_2, \Gamma_1 + \Gamma_1' \rangle|.
\]

(101)

By using the fact that the topological Euler characteristic of a regular fibration equals the product of the Euler characteristics of base and fiber, and the fact that the Euler characteristic of the base equals \( A \) while, as shown in appendix C the topological Euler characteristic of the fiber equals \( B + C \), we see that the topological Euler characteristic \( \chi(\mathcal{M}) \) of \( \mathcal{M} \) exactly agrees with the orientihole index [95]. Because the fiber has quotient singularities, it is important to specify what kind of Euler characteristic we are using. In particular, although from (79) it was physically expected that some notion of Euler characteristic should
reproduce the index, the new thing we learn here is that, at least in this case, the index is reproduced by
the topological Euler characteristic.

The D7 configurations we have studied so far are not yet consistent IIB vacua, since we still have to
take into account D3 tadpole cancelation. Introducing mobile D3 branes or worldvolume fluxes to achieve
this will increase the number of vacua exponentially. We turn to these in the next part.

5.2 Tadpole canceling vacua

Consider again the D7-brane produced by taking \( a = 2, b = 14 \). This cancels the D7 charge of the O7, but
not the D3 charge. To cancel the D3 tadpole, we need to add additional D3 charge, by a combination of
worldvolume flux and mobile D3-branes. The O7 has D3-charge \(-\frac{152}{3}\) and the (2,14) D7 has D3-charge
\(-\frac{5680}{3}\), so we need to add \( N_{D3} = 1944 \) units of D3-charge, that is 972 D3-image-D3 pairs. For other values
of \( a \) we get

<table>
<thead>
<tr>
<th>( a )</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>( N_{D3} )</td>
<td>1944</td>
<td>1592</td>
<td>1304</td>
<td>1080</td>
<td>920</td>
<td>824</td>
<td>792</td>
</tr>
</tbody>
</table>

5.2.1 Single centered orientiholes

The total charge of the dual orientihole system will be

\[
\Gamma = -7\Gamma_{O4} = 28 D - \frac{133}{6} D^3.
\]

Unlike the pure D7 case, this charge has in fact an attractor point:

\[
t^*_s(\Gamma) = \frac{\sqrt{19}}{2} i D \approx 2.18 i D, \quad S_{OH}(\Gamma) \approx 1789.
\]

Here \( S_{OH} \) denotes the orientropy, as in (42). If we take this result at face value, we get approximately
\( e^{1789} \approx 10^{777} \) vacua in this sector. However, we know from the discussion in section 5.1.1 that this value of \( t^*_s \)
lies outside the regime of validity of the large volume approximation, so genus zero instanton corrections will
be important. Moreover the charge is quite small, so higher genus instanton corrections may be important
too. We note however that neglecting instanton corrections amounts to essentially the same approximation
as the vacuum counting formulae of [14], in the sense that in both cases, the approximation becomes
accurate only in the large D3-charge limit. In the case at hand, we are also counting the contribution to
the vacuum degeneracy from mobile D3-branes, so we cannot directly compare to [14], which only took
into account flux degrees of freedom. However, in appendix G of [20], the techniques and approximations
of [14] were applied to the problem of counting unorientifolded D4-D0 black hole microstates (including
mobile D0 degrees of freedom), indeed resulting in precisely (81) with all instanton corrections dropped,
which in saddle point approximation reduces to the black hole entropy in the large volume and large charge
approximation. Of course this does not mean that the estimate following from (103) is good. Rather, it
means that for the purpose of counting D7-brane vacua, the estimate based on the approximations of [14] is poor.

For \( a > 2 \), the D0 charge is less than for \( a = 2 \), so the attractor modulus and entropy \( \text{(103)} \) become even smaller, and the situation gets even worse.

Improving the analysis by including instanton corrections will be left for future work.

5.2.2 Scaling solutions

\[ \Gamma_2 \quad \Gamma_1 \quad \text{D0} \quad \Gamma_1 \quad \Gamma_2 \]

Figure 7: Ansatz for scaling solution. The charges \( \Gamma_s \) are as in (88)-(89). The blue ring is equidistant from all other charges \( \Gamma_s \) and consists of a large number of D0 particles, not necessarily uniformly distributed.

It is a priori entirely possible that instanton corrections completely destroy the solution (103). Since we do not know these corrections, we cannot address this problem directly. In certain circumstances it is nevertheless possible to give a physical argument for existence, namely when the black hole can adiabatically be assembled out of existing “partons”. This will be the case when scaling solutions exist, similar to those used in [55] (see also [56]) to “deconstruct” D4-D0 black holes. Scaling solutions are solutions to the position constraints (23) which persist in the limit in which all position coordinates are uniformly scaled down to zero, or equivalently solutions to (23) which persist when \( h \equiv 0 \). See section 3.8 of [20] for a review. The idea is to start with a configuration with all partons well separated which we trust exists. Next we let the partons slowly move towards each other. Gravitational backreaction will create a warped throat which grows increasingly long while the position coordinates approach each other. Eventually, the geometry will become indistinguishable from a single centered black hole. In particular, since the process is adiabatic, we expect the single centered black hole solution to exist in the full theory taking into account all corrections.

The simplest possible scaling configuration in the case at hand is shown in fig. 7. This immediately generalizes the configurations studied in [55]. An analysis similar to the one in [55] shows that a scaling configuration of this kind exists provided the number \( N \) of added D0-branes satisfies, for general \((a, b)\):

\[ N \geq N_{sc} = a^3 + \frac{2b^3}{3} + b^2 a - 2a^2 - 2b^2 + \frac{11a}{2} + \frac{11b}{6} - 1. \]  

(104)

The critical value is the value of \( N \) for which the system of fig. 7 with the ring collapsed to a point has zero total angular momentum. Indeed scaling solutions necessarily have vanishing angular momentum, since
single centered BPS black holes must have zero angular momentum. For the different D7 tadpole canceling cases \((a, 16 - a)\), this gives

<table>
<thead>
<tr>
<th>(a)</th>
<th>2</th>
<th>3</th>
<th>4</th>
<th>5</th>
<th>6</th>
<th>7</th>
<th>8</th>
</tr>
</thead>
<tbody>
<tr>
<td>(N_{sc})</td>
<td>1865</td>
<td>1682</td>
<td>1515</td>
<td>1372</td>
<td>1261</td>
<td>1190</td>
<td>1167</td>
</tr>
</tbody>
</table>

Comparing to the table for \(N_{D3}\) above, we that for \(a = 2\), we do get a scaling solution compatible with D3 tadpole cancelation on the IIB side. Thus, by the argument given above, we do expect a single centered orientihole solution dual to tadpole canceling IIB vacua in the full theory.

### 5.2.3 Fat multicentered orientiholes

![Flow tree and configuration for \(a = 2, b = 14, \beta = 53, \nu = -256\).](image)

We can also consider more general multicentered configurations, for example by replacing \((89)\) by

\[
\Gamma_2 = e^{bD} \left(1 + \frac{a}{24} - \beta D^2 - \nu D^3\right), \quad \Gamma_- = -e^{-bD} \left(1 + \frac{a}{24} - \beta D^2 + \nu D^3\right).
\] (105)

This leads to orientihole configurations with nonzero entropy. For example\(^{12}\) for \(a = 2, b = 14, \beta = 53, \nu = -256\), we get a IIB tadpole canceling configuration with flow tree shown in fig. 8. All entropy is carried by \(\Gamma_2\), with attractor point and total entropy given by

\[
t_s(\Gamma_2) \approx (6.6 + 7.1i)D, \quad S_{tot} \approx 1540.
\] (106)

Unlike the single centered case, this lies within the regime of validity of the large volume approximation, as the instanton ratio analogous to (94) is

\[
e^{-2\pi(\text{Im}t_s - \text{Im}t_0)} \approx 10^{-13}.
\] (107)

---

\(^{12}\)The reason we take this particular example is that it is approximately the maximal entropy case within the class under consideration.
Therefore we expect

\[ e^{1540} \approx 10^{668} \]  

(108)

to be a quite reliable lower bound on the number of vacua. Because the charge is not parametrically large, the estimate could presumably still be improved by taking into account subleading corrections in a inverse charge expansion based on a precise version of [81], applied to each of the individual constituent black holes.

6 Discussion and directions for future research

We gave a general prescription for constructing orientiholes, discussed their properties, derived a wall crossing formula, conjectured a relation to the topological string, and outlined applications to statistics of the landscape of D7 vacua.

We left several problems untouched:

- We did not discuss the lift to M-theory. One question one could ask is whether the singular solutions sourced by O4-planes get resolved in M-theory, in the way O6−−planes get resolved by the Atiyah-Hitchin manifold.

- We analyzed orientiholes in \( \mathbb{R}^3 \), but for IIB tadpole canceling configurations, it should be possible to construct solutions on a compactified space \( T^3 \). When the distance of the charges to an orientifold plane is much less than the size of the torus, the solutions will be approximately the \( \mathbb{R}^3 \) ones. But when approaching a wall of marginal stability, some charges will stray far from home, and the solutions will be qualitatively different. In fact, “decay” at marginal stability appears no longer possible, since the charges can’t leak out to infinity in a compact space. On the other hand, from the classical microscopic picture, one still expects BPS states to disappear when crossing the wall. This is puzzling.

- The effect of instanton corrections on our vacuum counting estimates needs to be investigated, and a more systematic exploration of the space of IIB tadpole canceling configurations would be desirable.

- It is plausible that qualitatively different kinds of black hole configurations correspond to qualitatively different sectors of the IIB landscape of D7 vacua. For example, multicentered bound states with nonzero angular momentum appear to correspond to sectors of the D7 landscape with unfixed moduli. This is because microscopically, rotational spin is identified with Lefshetz spin, which is zero on zero dimensional components of the space of all supersymmetric D7 configurations. Furthermore, nonabelian sectors should correspond to configurations with identical particles. Mapping out the relation between these sectors and using this to obtain relative abundances of vacua in different sectors is an important problem.
• Many of the D7 configurations we studied decay already at relatively large Calabi-Yau radii, significantly larger than those typically obtained in the moduli stabilization scenario of [1]. For example, from fig. 6 we see that the pure D7 decays at a volume \( v^3_6 \approx 4600 \) in string units. This shows in particular that classical geometry breaks down dramatically already at these relatively large scales, casting some doubt on the reliability of much of the work on string phenomenology based on classical geometry.

• We derived a wall crossing formula (77) only for primitive charges \( \Gamma_0 \) and \( \Gamma_1 \). The next step would be to derive such a formula for halos with several copies of \( \Gamma_1 \). The complicating factor here is that although the copies of \( \Gamma_1 \) don’t interact among themselves, they do interact with each others images. More ambitiously, one could ask if there is an orientihole generalization of [43, 44, 60].

• We did not provide a proof for (a version of) the OSV-like conjecture (84). Something along the lines of [20, 57, 58] might work.

• One could ask if exact results for orientihole partition functions, analogous to [59, 54, 61], can be obtained, and what their modularity properties are.

• We have ignored bulk fluxes on the IIB side, such as RR 3-form fluxes. The latter are sourced by D5 domain walls wrapping 3-cycles. These T-dualize to D4 strings wrapping 3-cycles. Thus one would be led to consider bound states of such strings and black holes. This is somewhat reminiscent of [62].

• It is natural to ask if the relation between black hole microstates and D-brane vacua can be exploited in the absence of supersymmetry.
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A Explicit expressions in prolate spheroidal coordinates

We introduce the prolate spheroidal coordinates \((\rho_s, \psi_s, \phi_s)\) with foci at \(\vec{x}_s\) and \(-\vec{x}_s\). The angle \(\phi_s \in [0, 2\pi]\) is still the azimuthal angle around the axis \(z_s\). The angle \(\psi_s \in [0, \pi]\) and the coordinates \(\rho_s > 0\) are defined by

\[
    r_s + r_{-s} = 2a_s \cosh \rho_s, \quad r_s - r_{-s} = 2a_s \cos \psi_s. \tag{109}
\]

where \(r_s\) and \(r_{-s}\) are the distances from \(\vec{x}\) to \(\vec{x}_s\) and \(-\vec{x}_s\), respectively. The surfaces of constant \(\rho_s\) form prolate spheroids obtained by rotating an ellipse with foci \(\vec{x}_s\) and \(-\vec{x}_s\) around the \(z_s\)-axis. A surface of
constant $\psi_s$ is a hyperboloid of revolution. We have the following relations:

$$r_s r_{-s} = \frac{(r_s + r_{-s})^2 - (r_s - r_{-s})^2}{4} = a_s^2 (\cosh^2 \rho_s - \cos^2 \psi_s) = a_s^2 (\sinh^2 \rho_s + \sin^2 \psi_s). \quad (110)$$

The link with a Cartesian system centered at the origin with the $z$-axis identified with the $z_s$-axis is given by

$$x = a_s \sinh \rho_s \sin \psi_s \cos \phi_s \quad (111)$$

$$y = a_s \sinh \rho_s \sin \psi_s \sin \phi_s \quad (112)$$

$$z = a_s \cosh \rho_s \cos \psi_s \quad (113)$$

Therefore, the parity operator acts as follows:

$$\mathcal{P}: \quad \psi_s \mapsto \pi - \psi_s, \quad \phi_s \mapsto \phi_s + \pi, \quad \rho_s \mapsto -\rho_s. \quad (114)$$

The off-diagonal part of the metric can be computed explicitly by solving the equation $d\omega = * (dH, H)$. We present below the two-centered solution for a hole and its orientifold image at $\vec{x}_s$ and $-\vec{x}_s$. The geometry is shown in Figure 9. The most general solution for $\omega$ is simply a superposition of such expressions for every pair of centers in the configuration.

Using the integrability condition and the antisymmetry of the symplectic metric, we have

$$\langle dH, H \rangle = \frac{1}{2} \langle \Gamma_s, \Gamma_{-s} \rangle \left( r_{-s}^{-1} d r_{-s}^{-1} - r_s^{-1} d r_s^{-1} + r^{-1} d r_{-s} - r^{-1} d r_s \right), \quad (115)$$

where $r_s$ and $r_{-s}$ are the distances from $\vec{x}$ to the hole and image hole, respectively. The solution is given by

$$\omega = \frac{\langle \Gamma_s, \Gamma_{-s} \rangle}{r} \left( \frac{a_s^2 - r^2}{\sqrt{r_s^4 + r_{-s}^4 - 2 r_s^2 r_{-s}^2 \cos 2 \theta}} + 1 - \cos \theta_s + \cos \theta_{-s} \right) d\phi_s. \quad (116)$$

Expressing the angles in terms of the distances $r, a_s, r_s$ and $r_{-s}$, we get

$$\omega = \frac{\langle \Gamma_s, \Gamma_{-s} \rangle}{r} \left( \frac{4 a_s^2 - (r_s - r_{-s})^2}{2 a_s (r_s + r_{-s})} \right) d\phi_s. \quad (117)$$

Writing it in prolate spheroidal coordinates, we find that

$$\omega = -4 \langle \Gamma_s, \Gamma_{-s} \rangle \frac{\sinh^2 \rho_s \sin^2 \psi_s}{\sinh^2 \rho_s + \sin^2 \psi_s} d\phi_s. \quad (118)$$

Checking with (114), we see that $\omega$ is even under parity, as required by the orientifold projection.

Similarly, the gauge fields can be written in prolate spheroidal coordinates as

$$A^{\Lambda^+}_\phi = P^{\Lambda^+}_0 (c_0 - \cos \theta) d\phi + \sum_s P^{\Lambda^+}_s \left( c^+_s - \frac{2 \sinh^2 \rho_s \cos \psi_s}{\sinh^2 \rho_s + \sin^2 \psi_s} \right) d\phi_s, \quad (119)$$

$$A^{\Lambda^-}_\phi = \sum_s P^{\Lambda^-}_s \left( c^-_s - \frac{2 \sin^2 \psi_s \cosh \rho_s}{\sinh^2 \rho_s + \sin^2 \psi_s} \right) d\phi_s. \quad (120)$$
The parity transformation rules for the constants are:

\[ \mathcal{P} : c_s^\pm \mapsto \mp c_s^\pm, \quad c_0 \mapsto -c_0. \]  

(121)

We see that \( \mathcal{P} A_{\mathcal{P}}^{\Lambda^\pm} = \mp A_{\mathcal{P}}^{\Lambda^\pm}. \) That is,

\[ \mathcal{P} : (A_{\mathcal{P}}^{\Lambda^\pm}, A_{\mathcal{P}}^0) \rightarrow (-)^\epsilon (\mp A_{\mathcal{P}}^{\Lambda^\pm}, -A_{\mathcal{P}}^0), \]  

(122)

as it should.

### B Gauge bundle derivation of Dirac quantization and torsion charges

Instead of working with unique vector potentials and Dirac strings, one can also cover space with patches carrying different, nonsingular vector potentials, related by gauge transformations. The gauge transformations define the transition functions of a vector bundle.

The topologically nontrivial information is completely contained in the Dirac part \( A_{\mathcal{P}}^{\Lambda} \) of the gauge potentials. Using linearity, \( A_{\mathcal{P}}^{\Lambda} \) can be expressed as a superposition of solutions for each individual charge. The BPS equation of motion \( dA_{\mathcal{P}}^{\Lambda} = -P^\Lambda (\ast d\tau_s) \) admits as a solution a magnetic monopole centered at \( \vec{x}_s \) and carrying a magnetic charge \( P^\Lambda \): \( A_{\mathcal{P}}^{\Lambda} = P^\Lambda_a (c_s - \cos \theta_s) d\phi_s \). The angle \( \theta_s \) is shown in Figure 9. The \( z_s \) axis is defined as the line connecting the \( s \)th center and its image. The \( c_s \) is a constant of integration carefully chosen in different patches to cancel the singularity of the one-form \( d\phi_s \) along the \( z_s \)-axis. For \( \epsilon = 0 \), we introduce the notation \( \Lambda^+ = A^+, \Lambda^- \in \{ 0, A^- \} \). For \( \epsilon = 1 \) on the other hand we denote \( \Lambda^+ \in \{ 0, A^- \}, \Lambda^+ = A^+ \). Then \( \mathcal{P} A_{\mathcal{P}}^{\Lambda^\pm} = \mp A_{\mathcal{P}}^{\Lambda^\pm} \), and if the \( s \)th-hole has magnetic charge \( P^\Lambda^a = P_s^{\Lambda^a} (c_s - \cos \theta_s) d\phi_s \). The angle \( \theta_s \) is shown in Figure 9. The \( z_s \) axis is defined as the line connecting the \( s \)th center and its image. The \( c_s \) is a constant of integration

![Figure 9: Two black holes located at \( \vec{x}_s \) and \( -\vec{x}_s \). The middle point is the origin.](image)

where the constants \( c_0 \) and \( c_s^\pm \) are given by \( c_0 = \text{Sign}(z_s) \) and \( c_s^\pm = \text{Sign}(z_s - a_s) \pm \text{Sign}(z_s + a_s) \), that is
B.1 Transition functions and Dirac quantization

Let us now consider the transition functions in more detail and rederive the quantization conditions (68) in this framework. We focus on the charge at the origin and the $s$-th charge-image-charge pair, and on some particular component of the gauge field. A natural choice of patches for $\mathcal{A}^{\Lambda^+}$ divides space in four overlapping regions $U_-, U_0-, U_0+, U_+$ on which the different vector potentials given above are well defined. Away from the $z = z_s$-axis, $U_-$ contains $z < -a_s$, $U_0-$ contains $-a_s < z < 0$, $U_0+$ contains $0 < z < a_s$ and $U_+$ contains $a_s < a$. For $\mathcal{A}^{\Lambda^-}$, we need only three patches $U_-, U_0, U_+$ where $U_{\pm}$ are defined as before and $U_0$ is the union of $U_0+$ and $U_0-$, that is $U_0$ contains $-a_s < z < a_s$. We can take $\mathcal{P} U_- = U_+$ and $\mathcal{P} U_0 = U_0$. The corresponding transition functions are all of the form

$$\mathcal{A} \mapsto \mathcal{A} - ig^{-1}dg, \quad \text{where} \quad g = \exp\left[ im(\phi + \phi_0) \right], \quad m \in \mathbb{Z}, \phi_0 \in \mathbb{R},$$

(125)

where $\phi$ is the azimuthal angle. The constant $m$ is required to be an integer ($m \in \mathbb{Z}$) in order to ensure that the transition function is single-valued. However, for a transition function in the neighborhood of the origin (i.e. the one between $U_0-$ and $U_0+$), the gauging of parity requires that $g$ is single valued under $\phi \mapsto \phi + \pi$. It follows that we should have $m \in 2\mathbb{Z}$ in this case. The constant $\phi_0$ would be irrelevant in the unorientifolded case since it cancels out in equation (125), but it is convenient to keep it in the orientifolded case. The transition functions should be compatible with the symmetry of the gauge field under parity. A transition function $g_{U,U'}$ from a region $U$ to a region $U'$, should be related to the transition function $g_{\mathcal{P}U,\mathcal{P}U'}$ defined between the image region $\mathcal{P}U$ and $\mathcal{P}U'$:

$$\mathcal{P} \mathcal{A}^{\Lambda^\pm}_{g} = \mp \mathcal{A}^{\Lambda^\pm}_{g} \quad \iff \quad \mathcal{P} g_{U,U'} = (g_{\mathcal{P}U,\mathcal{P}U'})^{\mp 1}. \quad (126)$$

For the $U(1)$ labeled by $\Lambda^\pm$, the following transition functions are consistent with all requirements:
where
\[ P_0^\Lambda \in 2\mathbb{Z}, \quad P_s^\Lambda \in \mathbb{Z}. \] (127)

This reproduces (68).

**B.2 \( \mathbb{Z}_2 \)-torsion charge**

It is straightforward to compute the Wilson lines determining the \( \mathbb{Z}_2 \) torsion charges defined in section 3.8.

A unit probe electric charge dual to \( P^\Lambda \) magnetic charge, circling the path \( \alpha \), picks up a phase:
\[
e^{i\Phi(\alpha)} = e^{\frac{i}{2} \oint_\alpha A^\Lambda_{\vec{x},s}} = e^{\sum_{s>0} \frac{i}{2} (-2P_s^\Lambda) \pi} = e^{i\pi \sum_{s>0} P_s^\Lambda},
\] (128)
reproducing (71).

**C Topological Euler characteristic of \( \mathbb{CP}^{m+n-1}_{1,\ldots,1,r,\ldots,r} \)**

The topological Euler characteristic of \( \mathbb{CP}^{m+n-1}_{1,\ldots,1,r,\ldots,r} \) can be computed as follows. First we define a continuous surjective map from the projective space \( \mathbb{CP}^{m+n-1} \) to the weighted projective space \( \mathbb{CP}^{m+n-1}_{1,\ldots,1,r,\ldots,r} \). Let us denote the projective coordinates of \( \mathbb{CP}^{m+n-1} \) by \([x_i, y_j]\); then the mapping is defined as
\[ \mathbb{CP}^{m+n-1} \to \mathbb{CP}^{m+n-1}_{1,\ldots,1,r,\ldots,r} : [x_i, y_i] \mapsto [x_i, y^r_j]. \] (129)

The mapping is clearly surjective but is not in general one-one since the point \([x_i, y_j]\) and \([x_i, e^{\frac{2\pi}{r}} y_j]\) which are different in \( \mathbb{CP}^{m+n-1} \) (for \( \vec{x} \neq 0 \) and \( \vec{y} \neq 0 \)) are mapped to the same point of \( \mathbb{CP}^{m+n-1}_{1,\ldots,1,r,\ldots,r} \). However, the number of branches is not constant: the map is \( r \) for \( \vec{x} \neq 0 \) and \( \vec{y} \neq 0 \), but the map is one-one when \( \vec{x} = 0 \) or \( \vec{y} = 0 \). Keeping track of the topology we get:

<table>
<thead>
<tr>
<th>Sector of ( \mathbb{CP}^{m+n-1} )</th>
<th>Number of branches</th>
<th>Topology</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \vec{x} \neq 0 ) and ( \vec{y} \neq 0 )</td>
<td>( r )</td>
<td>( \mathbb{CP}^{m+n-1} - \mathbb{CP}^{m-1} - \mathbb{CP}^{n-1} )</td>
</tr>
<tr>
<td>( \vec{x} \neq 0 ) and ( \vec{y} = 0 )</td>
<td>1</td>
<td>( \mathbb{CP}^{m-1} )</td>
</tr>
<tr>
<td>( \vec{x} = 0 ) and ( \vec{y} \neq 0 )</td>
<td>1</td>
<td>( \mathbb{CP}^{n-1} )</td>
</tr>
</tbody>
</table>

We can then compute straightforwardly the topological Euler characteristic by adding the pieces together with the appropriate weights:
\[
\chi_{top}(\mathbb{CP}^{m+n-1}_{1,\ldots,1,r,\ldots,r}) = \frac{1}{r} \chi(\mathbb{CP}^{m+n-1} - \mathbb{CP}^{m-1} - \mathbb{CP}^{n-1}) + \chi(\mathbb{CP}^{m-1}) + \chi(\mathbb{CP}^{n-1})
\]
\[
= \frac{1}{r} \left[ \chi(\mathbb{CP}^{m+n-1}) - \chi(\mathbb{CP}^{m-1}) - \chi(\mathbb{CP}^{n-1}) \right] + \chi(\mathbb{CP}^{m-1}) + \chi(\mathbb{CP}^{n-1})
\]
\[
= m + n.
\] (130)
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